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ABSTRACT 
Current models of musical mood are based on clean, 
noiseless data that does not correspond to real-life listen-
ing experiences. We conducted an experience-sampling 
study collecting in-situ data of listening experiences. We 
show that real-life music listening experiences are far 
from the homogeneous experiences used in current mod-
els of musical mood.  

1. INTRODUCTION 
Music recommender systems take information about 
music that users listen to, and then recommend other 
music that listeners are likely to enjoy. For example, 
some music recommender systems, such as Last.fm, 
group similar music together into playlists. Building good 
music recommender systems requires knowledge of a 
track’s ‘musical mood’, which can be described as the 
emotion that is expressed by a piece of music. Different 
musical moods are evoked through differing musical cues 
in a track. These musical cues, or auditory features, have 
previously been used to model musical mood with fairly 
good classification results. These results, however, are 
based on narrow data sets.  Previous work that models 
musical mood consists of constrained and handpicked 
representative instances of a single musical genre 
(usually Western classical or Western popular)[1]. 
Furthermore, listening experiences are captured in 
laboratory settings. As such, researchers modeling 
musical mood know very little about what actual listening 
experiences look like and how variety in musical genre 
and listening context will affect modeling results. 
   It is important to understand real-life music listening 
experiences because they do not conform to data gathered 
in laboratory contexts in a number of ways. First, real-life 
listening experiences contain music from more than a 
single genre. Second, they happen in a variety of 
locations, such as in a car, at work, or in a public venue. 
Third, real-life listening experiences happen for many 
different reasons, such as to relax, to entertain, or to 
motivate. Finally, there are many different listening 
contexts; for example, one can listen to music as part of a 
social activity, or through a headset as a solitary activity. 
High performing models based on clean data, gathered in 

a laboratory and using a single musical genre, may fail 
when implemented in real-life contexts. We know that 
context is important but we do not understand how it 
affects musical experiences [2] or how to use real-life 
listening data to automatically classify musical mood.  
   As an initial step toward building musical mood 
classifiers that are effective for real-life listening 
experiences, we conducted an experience-sampling study 
where we collected data on real-life listening experiences, 
capturing listening context in-situ. Listening context 
included musical mood, affective state of the listener, 
reason for listening, activity, location, social company, 
and level of choice over the song. Genre, title, artist and 
any associations with the music were optionally captured.  
   We created an experience sampling application running 
on Android smartphones. Phones randomly polled the 
participants over a period of two weeks and asked them 
to fill out a short survey about the music they were 
listening to and the context of the listening experience. 
Our analysis of the data set showed that real-life music 
listening experiences are far from the homogeneous 
experiences used in current models of musical mood. In 
particular, listening experiences are not constrained to a 
single language or genre. Furthermore listening contexts 
are varied and music is usually a secondary activity, 
unlike in a laboratory context where listening to music is 
the primary activity.  Our work shows how real-life 
musical listening experiences, gathered in situ during a 
user’s daily life, differ from the previous data sets used in 
modeling musical mood. 

2. RELATED WORK 

2.1 Affective State 

It is well documented that music can induce specific af-
fective experiences in the listener. Affective state, or the 
emotion or mood a person is experiencing, can be de-
scribed using either a categorical or dimensional ap-
proach. The categorical approach breaks emotions into 
discrete labeled categories (e.g., happiness, fear, joy) [3]. 
In contrast, the dimensional approach, which we use in 
this paper, represents affective state using two orthogonal 
dimensions: arousal and valence [4]. Arousal can be de-
scribed as the energy or activation of an emotion. Low 
arousal corresponds to feeling sleepy or sluggish while 
high arousal corresponds to feeling frantic or excited. 
Valence describes how positive or negative an emotion 
is. Low valence corresponds to feeling negative, sad or 
melancholic and high valence to feeling positive, happy 
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or joyful. Most categorical emotions can be described by 
Arousal-Valence (A-V) space (e.g., angry in Figure 1). 

 
Figure 1 shows A-V space labeled with several of 
the categorical emotions. 

2.2 Musical Mood 

Musical mood, the emotion expressed by a piece of mu-
sic, is to some degree perceived consistently across dif-
ferent listeners and even different cultures. Studies by 
Juslin and Sloboda have shown that listeners of different 
musical training classify musical mood into the same 
categories [5]. Fritz et al. found that the Mafa natives of 
Africa – without any exposure to Western music – cate-
gorized music into the same three basic emotional catego-
ries as Westerners [6]. Musical mood is frequently meas-
ured in arousal and valence [2] and we have used this 
approach in this paper. It should be noted that the affec-
tive state induced in the listener is not necessarily the 
same as the musical mood of the music [7], [8]. For ex-
ample, an individual who is herself feeling frustrated (i.e., 
mood of the listener) can still perceive a piece of music 
as calm (i.e., musical mood). 

2.3 Musical Mood Classification  

Musical mood can be manually categorized by the listen-
er, but researchers have also algorithmically classified 
musical mood using audio features extracted from the 
musical track. Work by Juslin [9] has identified seven 
musical features that are important in the interpretation of 
musical mood.  He asked performers to play the same 
musical scores in such a way as to express four different 
musical moods (anger, sadness, happiness and fear) and 
then had listeners rate the strength of each mood. He 
found that performers and listeners used the same fea-
tures to identify each mood, but weighted their im-
portance differently. These features are:  
• Mode: Mode refers to the key of the music. (e.g. A-) 
• Tempo / Rhythm: Rhythm is the pattern of strong and 

weak beat. It can be described through speed (tem-
po), strength, and regularity of the beat. 

• Articulation: Articulation refers to the transition and 
continuity of the music. It ranges from legato (con-
nected notes) to staccato (short abrupt notes).  

• Intensity / Loudness: Intensity is a measure of chang-
es in volume.  

• Timbre / Spectrum: Timbre describes the quality of 
the sound. It is often defined in terms of features of 
the spectrum gathered from the audio signal. 

   Musical mood has previously been modeled using only 
audio features of the music. Lu et al. classified classical 
music into the four quadrants of A-V space using audio 
features with an accuracy of 86.3% [1]. Their algorithm 
also detected places within the song where the mood 
changed. Experts specified musical mood.  Feng et al. 
classified Western popular music into four moods using 
only two features: tempo and articulation. They achieved 
a precision of 67% and a recall of 66% [10]. They do not 
specify how they gathered musical mood. 
    Some effort has been made to incorporate other musi-
cal context with audio features to improve classification. 
Yang et al., working with a set of Western rock music, 
made small gains in their classification rates by adding 
lyrics to the audio features (from 80.7% to 82.8%) [11]. 
Musical mood was gathered in a laboratory study.       
Bischoff et al. integrated socially created tags with audio 
features, and while their classification rates were low due 
to problems with their ground truth data, they achieved 
better results using tags and audio features than audio 
features alone [12]. Their poor results may be due to the 
fact they were using a diverse, online, data set with mul-
tiple genres. Users of the AllMusic site specified musical 
mood in this data set. 

2.4 Music Recommenders 

Many commercial music recommender systems exist 
(e.g., Last.fm, Pandora, Apple’s Genius). In 2010, Han et 
al. created COMUS, a context-based music recommender 
system that accounts for mood, situation and musical 
features [13]. Their system was limited to recommending 
music for only one listening purpose – to transition be-
tween emotional states – and assumed a prior explicit 
knowledge about how a specific individual changes their 
music habits depending on listening context.  

2.5 Experience Sampling Methods in Music  
Experience sampling methods (ESM) have been used in 
the past to reliably collect music listening experiences 
[14]. Past research has focused on the musical engage-
ment and the reasons for listening [15] or the emotions 
induced by music [16] rather than the musical mood of 
the music.  

3. METHODS 
We surveyed participants using ESM to gather an in-situ 
data set related to affective state, musical mood, and lis-
tening context. We created an application that ran on An-
droid 2.1 that generated custom surveys from XML files. 
Participants were asked to carry the phone with them at 
all times. While it would be possible to create a plug-in 
for an existing computer media player such as iTunes, we 
wanted to capture listening experiences in all contexts. 
For example, some activities, such as exercising, do not 
usually occur simultaneously with computer use. Partici-
pants were not required to use the phone as a media play-
er as this would further limit listening contexts (e.g., mu-
sic playing in the background at a restaurant). The 
tradeoff is that we could not automatically capture song 
title, artist, genre, or audio features such as tempo. 



   The program would query the user randomly (approxi-
mately hourly) by vibrating the phone. A participant 
could fill out a survey or dismiss the program by indicat-
ing they were too busy. Surveys were completed in less 
than five minutes and were filled out regardless of 
whether participants were listening to music. Four types 
of information were collected: musical mood, affective 
state, artist, title and genre, and listening context. 
    Musical Mood: Participants were asked to describe the 
musical mood of the song they were listening to using 
two five-point differential scales. They were asked to rate 
the arousal of the music by selecting one of five radio 
buttons between low arousal and high arousal. Similarly, 
they rated the valence of the music on a scale between 
sad and happy. A definition of arousal and valence was 
given to participants before the study and available from 
a help menu. 
   Affective State: Participants were asked to describe 
their personal arousal and valence using five-point differ-
ential scales similar to musical mood.  
    Artist, Title and Genre: Artist and title could optional-
ly be entered in free-text fields that autocompleted to 
previously entered answers. A genre field was provided 
that autocompleted to a list of common genres taken from 
Wikipedia, but also allowed participants to enter their 
own genre.  
   Listening Context: Participants were asked questions 
describing their current listening context. Participants 
selected their current activity from a list (waking up, 
bathing, exercising, working, doing homework, relaxing, 
eating, socializing, romantic activities, reading, going to 
sleep, driving, travelling as a passenger, shopping, danc-
ing, getting drunk, other). These activities were taken 
from [2], which lists the most common activities to occur 
in conjunction with music.  
   Participants also selected their location (home, work, 
public place, other) and social company (by myself, with 
people I know, with people I do not know). Participants 
selected their reason for listening (to express or release 
emotion, to influence my emotion, to relax, for enjoy-
ment, as background sound, other) as well as whether or 
not they choose the song (yes, yes as part of a playlist, 
no). A text field was provided for participants to enter 
any terms or phrases they associated with the song.  

3.1 Experience Sampling Study 
Twenty participants, (14 male) with an average age of 25, 
were given an Android phone running the software for 
two weeks. They were paid per number of surveys com-
pleted, between $5 and $40 CAD. To obtain the maxi-
mum payout, 112 surveys were required, which is rough-
ly eight surveys per day. A progress bar provided feed-
back about the number of completed surveys. 

4. RESULTS 
In total 1803 surveys were filled out, 610 of those sur-
veys were completed when the participant was listening 
to music. Only the results of the music surveys are in-
cluded in this paper. 

4.1 Musical Mood 
Participants tended to listen to music with high musical 
arousal and high musical valence. The music they were 
listening too had an average arousal of 2.64 (SD=1.05) 
and average valence of 2.66 (SD=1.14) on our five-point 
scale (0 is low, 2 is neutral, 4 is high). See Figure 2 for 
the distribution of musical mood. Larger circles corre-
spond to a higher number of responses. 

 
Figure 2 shows the distribution of musical mood 
on our five-point scale. Larger circles correspond 
to a higher number of responses. In general people 
listened to music with high valence and high 
arousal.  

4.2 Affective State 

Participants had an average arousal of 2.28 (SD=0.92) 
on our five-point scale (0 is low, 2 is neutral, 4 is 
high) and average valence of 2.64 (SD=0.90). See 
Figure 3 for the distribution of personal affect. Larger 
circles correspond to a higher number of responses.  

 
Figure 3 shows the distribution of personal affect 
on our five-point scale. Larger circles correspond 
to a higher number of responses. 



4.3 Language 
Songs were not limited to Western genres or even the 
English language. Using the artist and title provided by 
participants, lyrics were downloaded so that the distribu-
tion of languages could be examined. At least as 14% of 
the songs with artist and title specified were non-English. 
Some of the languages encountered were Persian/Iranian 
(4%), Japanese (4%), Chinese (2%), French (1%), Kore-
an (1%), Bangladeshi (<1%), and Swedish (<1%). 2% of 
songs were written in an unidentified non-English lan-
guage.  All participants indicated they listened to at least 
some English music.  

4.4 Artist, Title, Genre 

Participants entered an artist 510 times, 325 of those were 
unique. Artists were encountered on average only once. 
501 different song titles were entered, 423 were unique. 
102 unique song genres were entered a total of 486 times.  
   Genres were placed into genre categories, namely the 
parent genre as listed on Wikipedia. For example, ‘heavy 
metal’ is a type of rock music. Only one genre category 
was possible, if a participant had listed two genres the 
first was chosen (e.g. “pop-rock” was coded as pop.) The 
most common genre categories were pop (28%), rock 
(23%), electronic (14%), jazz (7%), hip-hop & rap (6%), 
other (5%), modern folk (4%) and country (3%). The 
remaining genres fell into the categories of classical, tra-
ditional/indigenous music, soundtrack, blues, easy listen-
ing and R&B (see Figure 4). 
 

 
Figure 4 shows the different genre categories en-
countered in the study. Pop made up only 28% of 
total songs; classical was rarely encountered. 

4.5 Listening Context 
Unlike in laboratory contexts, music listening in real life 
occurs mainly as a secondary activity. The most common 
activities while listening to music were working (37%), 
relaxing (21%), eating (6%), driving (5%), travelling as a 
passenger (5%), other (5%) and socializing (4%) (see 
Figure 5). 

   
Figure 5 shows the different activities that hap-
pened in conjunction with music. Unlike laborato-
ry contexts, listening to music in real life occurs 
mainly as a secondary activity.  

 
Figure 6 shows the social company of the listen-
ing experience. Music is often, but not always a 
solitary activity.  

 
Figure 7 shows the types of locations listening 
experiences occurred in. Music was often lis-
tened to at home or work.  

Music is often a solitary activity, taking place in home or 
work locations. Participants were by themselves 57% of 
the time, with people they knew 37% and with people 
they did not know 6% (see Figure 6).  They were at work 
39% of the time, at home 38%, in a public place 21% and 
in other locations 2% (see Figure 7).  
   The most common reason for listening was to use the 
music as background sound (46%) or enjoyment (25%).    
10% of participants used the music to relax, 13% to in-
fluence their emotion, 4% to express or release emotion 
and 2% for other reasons (see Figure 8). Participants in-
dicated they chose the song 74% of the time; 50% of the 
time it was as part of a playlist. While it may be possible 
to listen for background sound in a laboratory context, 
some of the other reasons (e.g., to express or release emo-
tion) may be difficult to simulate. 



 
Figure 8 shows the reasons people listen to music. 
The main reason for listening was background 
sound. It is difficult to recreate some of these rea-
sons for listening in a laboratory context.  

4.6 Associations 
Participants entered phrases and terms they associated 
with the music for 335 songs. These were then coded into 
themes, a list partially taken from [5] (see Figure 9). 45% 
of the time participants described an emotion or mood 
(e.g., “excitement,” “depressing”). 20% of the time par-
ticipants indicated lyrical or musical features of the song 
itself, such as a phrase from the lyrics (e.g., “baby I like 
it”), or specific instruments or descriptions of the music 
(e.g., “piano, sax”,). Imagery (e.g., “space, planets, stars”, 
“explosions”) made up 15% of all associations. 7% of the 
time participants listed a specific person, location or 
memory (e.g., “my daughter,” “winter in the cabin”). 
Other associations included religion and cultures (e.g., 
“Japan”, “Satan”). Nostalgia (e.g., “the eighties, gospel 
style”) was expressed 4% of the time. 

 
Figure 9 shows the distribution of association 
themes. The most common type of association 
was a description of an emotion or mood. 

5. DISCUSSION 
Our experience-sampling study collected in-situ data that 
reflects real-life music listening experiences. This study 
shows that unlike data usually used for modeling musical 
mood, listeners rarely limit themselves to a single genre 
or even language of music. Participants did not limit their 
music in any way to Western popular music; classical 
music was rarely encountered. In general, the listening 
contexts captured in our study also differ greatly from a 
laboratory context. Like in a laboratory context, music is 
often, but not always a solitary activity. However, unlike 
laboratory contexts, music occurs mainly as a secondary 

activity. Music was also listened to for a variety of rea-
sons that cannot be easily mimicked in a laboratory. 
   Only one category of our study showed quite homoge-
nous answers – musical mood. Many previous studies 
have assumed that people listen to music with four emo-
tional categories (happy, sad, fear, anger) [9]; however, in 
our study we found that people tended to listen to music 
with high arousal and high musical valence (i.e., happy). 
The other three emotions may simply not be equally rep-
resented when capturing in-situ data.  It may be that peo-
ple listen to music in these three emotions only in certain 
circumstances (e.g., sad music after a breakup) and that 
these circumstances simply never occurred during the 
study. Participants were polled about once per hour, and 
the timing of the polls may have missed specific contexts, 
but the study suggests that musical mood clusters around 
positive arousal and valence.  
   Although our data set reveals a wide variety of listening 
contexts due to the in-situ nature of our data collection 
method, our study has several limitations that we wish to 
address. Participants are unlikely to answer a survey dur-
ing some activities (e.g., driving) and may be more likely 
to answer during others (e.g., working), which could 
skew our sample. Also, some categories may overlap in 
our data. For example, one could be reading and relaxing 
at the same time, but only the primary context was col-
lected. Although we captured music from a two-week 
listening period, the number of participants and length of 
the study may have been too small to collect a fully rep-
resentative sample of listening context. Two weeks is not 
long enough to capture possible seasonal patterns (e.g., 
Christmas music); the study was done in a time period in 
July that does not intersect with any seasonal music.  
   It may be possible that musical mood is not invariant to 
listening context (i.e., that participants rate the same song 
with different musical moods depending on listening con-
text). We cannot investigate this in our data set, however, 
as it is possible that participants are choosing music with 
different musical moods in different contexts; one would 
need the same songs played in a variety of listening con-
texts – in our study, songs and artists were only encoun-
tered once on average. To examine the relationship be-
tween listening context and musical mood, one could 
provide participants with representative samples in a mu-
sic library for use in their musical listening. 

5.1 Modeling Musical Mood with In-Situ Data 
Previous attempts to model musical mood were based on 
a single genre and a selection of samples within that 
genre. Our data shows that the genres vary, and models of 
musical mood developed for one genre may not transfer 
well to other genres or multiple genres. The next step is 
to determine whether previous models of musical mood 
based on auditory features apply to a data set gathered in 
situ with a wide variation in song and genre; however, 
there are two main issues that must be addressed when 
modeling data gathered in situ.  
   The first issue is class skew. When modeling musical 
mood one wants all moods to be equally represented in 
the training data to avoid inflated classification accuracy. 
In our data, few songs existed with low arousal and 



valence. It may be difficult to find songs representative of 
low musical arousal or low musical valence in real-life 
listening situations; people may simply not listen to this 
type of music often. Models of musical mood should 
account for class skew using methods such as 
undersampling, a technique in which random instances 
are chosen such that there is an equal spread of classes. 
   The second issue that must be dealt with is that the data 
being modeled is noisy. Models will be based on data 
covering multiple genres and languages. Previous work 
has often been based on Western popular or Western 
classical music and often used handpicked representative 
instances. Listening experiences happened only in 
laboratory settings. The noisy data provided from real-life 
listening experiences may produce upper limits on 
classification accuracy, which are likely to be much 
lower than in previous research.   

5.2 A Context-Aware Music Recommender  
Our data shows variation in musical song and genre, but 
also shows that the reasons for listening to music, and the 
context of the listening situation vary. Bringing this user-
centric data into a model of musical mood may help solve 
the problems created from applying models across 
genres. This type of context-aware model of musical 
mood would include listening context in order to predict 
the musical mood that a person is likely to listen to. 
These models would then be implemented into a context-
aware music recommender system that would recommend 
music by predicting a musical mood and then creating a 
playlist from the user’s music library that matches this 
mood. 
  There are two types of recommendation systems that 
could be created. One would focus on personalized music 
recommendations, suggesting music from a person’s own 
music library to match their current situation. The second 
type of recommendation system would focus on 
contextual music recommendations, making general 
suggestions for specific situations, such as background 
music at a restaurant.  
    Because most music in this study had high musical 
arousal and high musical valence, it may be that in the 
general case people want to listen to music with this 
specific mood. A music recommender may only have to 
recommend happy music most of the time. Therefore, 
predicting the outlier instances where this is not the norm 
becomes more important.  

6. CONCLUSIONS 
We conduct an in-situ experience-sampling study of real-
life music listening experiences. We show that real-life 
music listening experiences are far from the homogene-
ous experiences used in current models of musical mood. 
In particular, listening experiences are not constrained to 
a single language or genre. Furthermore the context of the 
listening experience is highly variable and music is usual-
ly a secondary activity. 
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