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ABSTRACT

Touchscreen interactions are far less expressive than the range of touch that human hands are
capable of- even considering technologies such as nmtalich and forcesensitive surfaces.
Recently, some taihscreens have added the capability to sense the actual contact area of a finger
on the touch surface, which provides additional degrees of freedloensize and shape of the

touch, and the finger's orientation. These additional sensory capabilitiesptastdse for
increasing the expressiveness of touch interactidns little is known about whether users can
successfully use the new degrees of freedom. To provide this baseline information, we carried out
a study with a fingecontactsensing touchscrae and asked participants to produce a range of
touches and gestures with different shapes and orientations, with both one and tvgo \iMeger

found that people are able to reliably produce two touch shapes and three orientations across a
wide range of toches and gesturesa resul that was confirmed ianotherstudy that usethe

augmented touches forsareenlock application.
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CHAPTER1

INTRODUCTION

Touchbased interactiors a ubiquitous method of interaction with various forms of computing
systems provided with multouch screengOne of the main reassifor touchbased input being
popularis itsinherently natural affordanc@13]. Touch input allows users to directly manipulate

the system without intermediary devices suclaasouse, keyboardr joystick. Even with the
availability of inpput methods like pen/stylus and voice commands, touch input remains the primary
mode of input omobile dericessuch as smartphone&3everal researchehave shown that direct
touch displays offebenefitsover otherpointing devices likea mouse[59, 76, 150, 185, 226]
However, current mukiouch interaction designs are mainly based smgle point for each finger

(i.e. xy coordinate ofeachfinger touch point which does not make use afl the available
information about the touch

When a user touches the screen with their finger, it creates a blob on the touchvseiaor
detects the % coordinates of all the points covered on the screen by the finger touch and
determines the center aalnates of this blobThis center point is typically usexsthe cursor
position by the system. However, touch interfaces do not provide the expressiveness of other
technologies such as mowmedkeyboard systemsMouse and keyboard systems allow
augmentaons on the 2D input, such as holding different mouse buttons or different keyboard
keys, to add modes that multiply the capabilities of the 2D i(fputexampleusingshift + click

as ashortcutfor a different mode Mode-based augmentations such lhsse are uncommon in
touch interfaced largely because there are no devices such as keyboards or mouse buttons
available on touch devicasich as smartphones and tabl&tsere are, however, other waygsich

asthe use of physical buttonspuch pressuresensing interaction orthe backside of theéouch
device,etc) that these augmented modes could be expressed.

1



Touchbasedgesturesi including singlefinger taps, multfinger taps, and movemehased
touchesi are the most common way to interact with a touch screen and hence, it becomes
important tohavealarge gesture set to accommodate commands in various applic&estsre

based interaction acts asnedium of communication betwetreuser and the system. The gesture
itself encodes the information thidite user wants to communicate with the system. The system
decodes the gesture into intended actions argdugoin it. One othe major challenges of HCI
researchis increasing the bandwidth of communication between users and the .syf$tem
expressive power or the capacity of the communication channel in gbaseé interactions
depends on the number of different gestures aueg and how they can express varying actions
[11]. In other wordsincreasing the size of the availalgesture set mancreag the capacity of

the communication channehich enables users to perfomore functions

Various researchers have demonstrated the use of auxiliary information other than touch position
coordinates to enhandke expressivaessof touch interactions. Some have used contact shape
[42, 219] size of the finger contact regi¢®l, 37]or finger contact orientatiof213] to augment

touch interactioa However,acombination of contact shape and orientatiorheftbuch is yet to

be explored in touch interaction research. Orientation is a naawate of information for
augmentatioras it provides the direction in which a user is poinf2if3]. The aientation of the

finger touch can® provided by the hardware of ttmeich screesensor®r can be determined by

the shape of the finger contact area on the s¢2&). Contact shapés determined byhescreen
areatouchedby the finger and it depends upon the part of the finger touching the :stireen
fingertiptends to be circular in shape wherdaspad and side of the finger tenddeateoval

shapes

This auxiliary informatiorsuch arientation anadontact shapere not being used by interaction
designers for toucbasedhandheld devices which results in touch devices being less expressive
than desktop system§herefore, to enhance the expressiveness of tbashd interactionsuch

as taps and swipewe present novel augmented touch technigueich provides an enhanced
input vocabularycomprising of both one finger and tvilmger touch actionswhich exploit
additional touch information such esntact shapandorientation.This thesis carries out research

to investigate the performance of our nowvgdut vocabularydetermine which contact shapes and



orientations people can reliably produce and determine their usability and learnabifigaistic

task

1.1 PROBLEM

The problem addressed in this thesithé touch screen interactions are not expressioeighto
support rich user interactionsvhereas, keyboard and mots#sed systems haveeveral
possibilities for augmentatioihere are various potential ways to achieve performance efficiency
and larganput vocabularypon any graphical user interface, but we focus our investigatidhe

use of directouch input methodl 7] and multiplefinger input[41].

Current touch screens primarily track otitye x-y coordinates of touchgints. This gives a user
reducedcontrol over the interaction as the user must do more steps to manipulate an object on
touch screensOn desktop systems, there are multiple input modalgigsh as mousand
keyboardand hencegcomplexcommands can be issd quickly. For example, selecting, copying
and pasting text takes less effort and timeesktopcomputers than touebased systes) because
desktop PCs allow the use of shortcuts and modifiers such aslgtkiitg and contredragging

This makes tocih+based systems less productiVeuch based Glemploy menus and buttons

to arrange and issue comman@se solutiorto the problem is to use more screen space to display
many commandglowever, due to the small size of the mobile devisereenthere is a limit to

the size ofthe command set it can suppoifhere are several possible directions to allow
augmentation of the 2D touch input and reduce dependence on the GUI elemeatsnseichs

and buttons.

In this research, we add additional degref freedon{DoF) to traditional touclactionssuch as

tap and swipeDoF, in the context of gestural interaction me#ms number of parameters that
may vary independentlyrhe number oDoF is equal to the total number of independent aspects
of motion For example, a touch point can control the x and y position of an et results

in 2DoF. Similarly, when sensing the location of two fingers, there a@~4Bnother example is
thata touch point can havdinger pressure antiime of contact withthe screen as two different

DoF with multiple levels A main goal of this work is to leverage the additional finger properties
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of contact shape and orientatimmaugment the traditional gestures and investigate whether people

can successfully use thesalanal DoF.

1.2 SOLUTION

The solution presented in this thesis is addition of w6 to traditional touch actions such &g,
swipe and finger rotation to create a nowglut vocabularyfor touchbaseddevices Our new
input vocabularyis a set of eight iferent augmented touds which are primarily based on

traditionaltouchactionsalreadyin use

1.3 STEPSIN THE SOLUTION
There werdour main steps in the research:
1.3.1 Contact Shape and Orientation Detection

Before we investigated adding additiolaF, our first task was to find out dontact shapand
orientation of the finger could be extracted from the touch selMgerfound that MotionEvent
API [8] of the Ardroid platformprovidesorientation of the finger touch and lengths of major and
minor axes of the ellipse formed by finger touch which can used to determioentlaet shape
Contactarea is another finger property which can be used to augmentdotimhs;howeverwe
donotuse it in our approackontactarea is the arecovered by the finger screen while in contact
with the screenPrior investigations of finger input propertiggl4], provides an evidence that
contactarea ofvertical touch (touch with tip of finger) arablique toud (touch with pad of the
finger) are significantly differen¥Ve donot usecontactarea as an input dimension because area
is not reliable enough to identify tl®ntact shaper whether it isvertical oraoblique touch. A
large contact area can also result from pressing harder in a vertical touch. Hencecordacie

shapeas anadditionalDoF instead ofcontactarea.

Our next step was to find out an Android OS based device which could provide this tidorma

After trying many Android OS based touch screen devices, we found Samsung Nexus 10 tablet
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which providesthe finger touch orientation and lengths of minor and major axes oflthseel

formed by the finger touch
1.3.2 Development of thel nput Vocabulary

We presenthte novelinput vocabularyin Chapter Threeconsisting of eight augmented touch
actionsusing twoadditioral DoF (contact shapand orientation) These touch actions are based
on traditional touch actions such as,tawipe and otate Our novel input vocabularywas
implemented for Android OS based hameld touch tablet anavas evaluated in controlled

experiments.
1.3.3 Development of the system for baseline information

Before the interaction designersgment the touch interactiswith contactshapeand orientation

it is required to know whicltontact shapes and orientasaan ke produced by human users
reliably. We developed aAndroid applicatiorwhich recordghe lengths of major and minor axes
of the ellipse formed by the finger toudrg withits orientation.In Chapter, we presenstudy

1 (touch action replication studlyn which participants produacktouch actions from our novel
input vocabularywith multiple variations of contact shapes and orientatisging theabove
mentionedAndroid applicationThis provided ushe baseline information about the contact shapes

and orientations which humans caonguce reliably.
1.3.4 Development of the system folearnability and usability test

To find outthe learnability oftouch actions obur input vocabularyandusability ofaugmented
touchactionsin a realistic taskwe developed two systemich arememory tes(seeChapterb)
andscreen lock applicatiors€eChapter6). In the Memory test, we associaacommand name
with each of the touch action froaur input vocabularyParticipants learn these associations and
perform the touch actions when commands strown on screen without any feedback about its
correctnessWe developed aAndroid application for Memory test which records kegths of
major and minor axes of the ellipse formed by the finger touch along with its orientation. We
validate theouchactionsproduced by participantsr accuracyagainst the baseline information
(about thecontact shapand orientation) which we gathered fremdy 1(touch action replication
study,seeChapterd). In study 3,(screen lock application studsgeeChapter6), we developed an
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Android application for lockingand unlockingthed e v i homed ssreenilt uses pattern lock
mechanismTo lock and unlock the screen, participants were required to perfaratha action
with aparticularcontact shapand orientationLike memory test, we used the baseline information
from touch action replication stuqgeeChapterd) to validate lock and unlock actiopsrformed

by participants

1.4 EVALUATION
1.4.1 Questions of performancelearnability and usability

To provide evidence that augmenting toachionswith additionalDoF suchascontact shapand
orientation information can help achieve better expressiveness initterdctionsywe addressed

the following questions:
1 Whichcontact shapes amlientations can be produced reliably?

1 What should be the criterion to differentiate between vamgontactshapes gval, narrow
oval andcircle)?

1 Is our novelinputvocabulary easy to learn?
1 How do participants perform wittontactshapes andrientationsin a realistic task

To find out the baseline information regarditige which contact shapeandorientatbns can be
produced reliablyby human userswe carried ouan empirical studytouch action replication
study, Chapted). To establisrevidence formemorability andearnability oftouch actions irour
input vocabularywe caried out an empirical study calledemory test feeChapters) andthird
empirical study Chaptei6) as an evidence tgarnabilityof touch actions involvingontact shape

andorientation as additiondoF in a realistic task

The evaluation processes that we followed in our experiments are as follows:



1 Before designing touch interactions with ayput vocabularythe designers need to know
which contact shapes @mrientations can be reliably produced by the human users.
this goal, an mpirical study (Study 1) was done in which participants performed series of
touch actions from ounput vocabularyAs a result of thistudy, weestablish théaseline
information about thelifferent contact shapes and orientations which participants could

produe reliably.

1 In the Memory test(Study 2) we asked participants to perform a serietoath actions
taken from our novel input vocabulary in two different stages. Popular
applications/commands like Camera, Facebook were associated with ditieueht
actons. In stage 1, participants could refer to cheat sheet carryingptieh actionsaand
names of associated applications/commands. Stage 2 was blind as they did not have cheat
sheet. However, there was no feedback about correctness of the gesturdajearnyus

goal to find out what happens to gesture retrieval from memory in blind stage.

1 In another study called Screen Lock Application st(siydy 3) participants performed
gestures in a realistic tagkhich hadcontact shapandorientation asdditional DoF. This
experiment had two different stages. Stage 1 had feedback where participants could see the
contact shapeorientation andsinglestrokepatterncreated by them in real time whereas
in stage 2 there was no feedback. However, there was noafgledbout correctness of the

pattern drawrat any stage.

1 Subjective responses were also taken &tedy l1and evaluated for each of th@uch
actionsfrom ourinput vocabularnyn the studies. Participants completed ease and ability

guestionnaire and provided comments abouirguut vocabulary

1.5 CONTRIBUTIONS
There ardour primary contributions presented in this thesis.

1 First, we show that additional finger properties suatoasact shapandorientation of the
finger touch can useak additionaDoF in augmenting the touch interactmn
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1 Second, we providéhe baseline information for touch interaction designers about the

contact shapes and orientations which can be produliagolydy human users.

1 Third, we provideour novelinput vocabularyfor touch screensonsisting of eight touch

actions

1 Fourth, weprovide empirical evidence thadtuman users can learn touch actions of our
input vocabulary and the ontactshapes andrientationsbaselined in Study tan be

produced reliablyn a realistic task

Secondary contributions of this thesis are the set of design principles developed for designers of
touch interactionssingcontact shapandorientation, reasons for participant preferences, method

for detectingcontact shapand orientatiorof a finger touch.

1.6 THESIS OUTLINE

This thesis is organized into several chapt€rapter Two presents a survey of related research

and techniques for augmenting input which form the foundation for the research presented here.
First, we discussistory of touch inpytits challenges, touch actions (tap and swipe). Second, we
discussseveralstrategies that been applied to augment imptraditional devices such as mouse

and keyboard. We also discuss other kinds of input to computing system such as eye gaze, voice,
time, etcFinally, we describe and discuss various additional hand and finger touch properties used
to augment touch inpuWe also discuss other techniques used to augment touch input such as

back of device interactiomteractionabove the screen, use of pen/stylus.

In Chapter Three we set out the basic idea of using contact shape and orientation as dofoktional

to augnent touch actions for enhancing the expressivity of input on tbasbhchandheldablets

We ckefine several finger properties such as contact area, contact shape, orientation and pressure.
We provide the rationale behind using only the contact shapersmdation.The technique to

detect the contact shape and orientation is presented and based on this two information we
developed a novel input vocabulary which comprised of eight augmented touch afsiogshe



novel input vocabulary, we motivate owsearch into enhancing the expressivity of touch input

by augmenting touch actions using contact shape and orientation.

Chapter Four presents our work to determine the granularity at which a system can recognize
contact shape and orientation with high aacy. We present study (touch action replication

study), a user study carried to determine which contact shapes and orientations can be produced
reliably by the participantsWe present theaesults of this study and their implications are

discussed.

Chapger Five presents our work to investigate the learnability and memorability of our novel input
vocabulary. We created stugfmemory test study) in which participants learned the associations

of command names and touch actiansl performed the requireduch actions when command
names were shown as command stimulus. We present the results of this study and implications are

discussed.

ChapterSix presents our work to investigate the use of contact shape and orientaticgalistic

task We created study three (screen lock application study) in which participants performed
variations of ainglestrokecircle gestures in an application which can be used to lock and unlock
the screenWe present the results of this study and implicatamesdiscussed.

Chapter sevepresents a discussion of the most important results from Chapters Three to Six.
Some highetevel implications of our findings, their explanatiomesign guidelinesjse cases

and limitations of our overall work are addressed.

Finally, Chapter Eight summarizes the research presented in this thesis. It discusses the main
contributions of our work and highlights the avenues of future work revealed as a result of this

thesis.



CHAPTERZ2

RELATED WORK

Our exploration into the use afiditional degrees of freedom such as contact shape and orientation
for augmenting touch interactiongas influenced by three areas of previous related literature:

touch input, augmented input and augmented touch input.

2.1 TOUCH INPUT

A touchscreen interfacis a devicethat performs both input (touch input) and output (display)
functions.The screen displays a GUI, and a wuseros
interaction withthe device and displays the response accordiniglythe following secton, we

discuss a brief history of mobile touchput, describechallenges in touch inpuprovide a
classification of touclactionsand discuss their features, shortcomjraged techniques used to
enhance their expressiyv on touch screen devices

2.1.1 History of Touch Input

The frst fingerdriven touchscreen was invented by Eric Johnson in [9BH (see Figure2.1.1)

and wasfirst used inthe European Council for Nuclear Research (CERN) particle accelerator in
1976[30]. Touchscreensere in commercial production byewlettPackard inl983[96]. The
earliest adoption of touch based interatsiovas on touckablets that were input sensing devices
separated from the screens which would display the o[8putOften hese tablets employed the
relative pointing with a cursor on the display just like keyboards and Alibeugh touch tablets
such as Wacom tablefg10] are still available for commerciake,but they are far outnumbered
today by touch screen devices whose input and output surfaces are colldeatsgitoday, the
directtouch interfaceon touch screen devices mostly operate witheutursor in absolute

positioning mode.
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The mobile touchscreens history can be divided into two eras in the adopbocltdcreengre

and posiPhone In the preiPhone era, touchscreens wased inpersonal devices from 1993 to
2006.Touch screens &re predominantly used in Personal Digital Assistant Devices (PDA) such
as Microsoft Pocket PC and Palm Pilot. These PDAs devices had mostlydstykrsinterfaces
becausethar touch screens were based on resistive touchscreen technology, which requires

physical pressure on the screen to register a touch event.

First human controlled Bob Bole of Bell Labs First iPhone launched
First finger-driven multi-touch device develops the first multi-touch by Apple.
touchscreen invented by developed by University  screen overlay. Palm Pilot introduced by Microsoft introduces the  First Apple smartwatch
E.A. Johnson. of Toronto. Falm tlot troduced by Surface table. launched by Apple
alm.
1965 1970 1982 1983 1984 1993 1998 2005 2007 2008 2010 2015

First resistive touchscreen ~ HP releases the HP-150, Touchscreen products launched: First iPad launched by

invented by Dr. Samuel one of the first . . Apple.

Hurst. touchscreen computers. Newton PDA (Apple). Multi-touch sensing technique using

frustrated total internal reflection developed
Simon Personal Communicator by Jefferson Y. Han, Media Research
(IBM & BellSouth). Laboratory, New York University.

Figure2.11: Brief history of the touchscreeachnology Adapted from[66, 153]

One of the prominenthe preiPhoneeradevice wasAppled dlewton Message Pa®DA (see
Figure2.1.2 Left) which was commercially released in 1993 by Apple [b6]. It was touch based
device which used a stylus to operate and wasirgtedevice to feature handwriting recognition
Another competing PDA platform PalmPilsee Figure2.12 Right)was commercially launched
by Palm[218]in 1992 which eventually reduced the market share of Apple Nddspalso used

stylus and could do handwriting recognition

11



PalmPilot Robatics

Figure2.12: PreiPhone era devices with touchscreen interfaces. Apftle Newton Message
Padlaunched inl993[173]. Right: PaimPilotlaunched in992[162].

There are several different methods employed by touchscreen technologies for sensing touch such
as resistive, surface acoustic wave, capacitive, infrared grid, optical imaginQuetty pre

iPhone era, most of the popular touch screembile phones used resistive touch technology. One

such mobile phone was Nokia 77{€eeFigure 2.1.3) launched in 2004158]. A resistive
touchscreen panel comprises several thin lay@ad the most important of which are two
transparent electrically resistive layers which face each atiehavea thin gap betweethem

When an object, such as fingertip or stylpresses down onto the outer surface, the two layers
touch to become connected at that point. The position of pressure on the screen is detected as touch
point by the systerfil99]. The preiPhone era devices had capabilities beyond the basic level of
touchscreen interaction and allowed finger usage but still the touch gestures were mostly limited

to finger tap and stylus touch.
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Figure2.13: Nokia 7710 launched in 2004; it used resistive touchscreen techrjbif]y

A capacitive touch screen panebnsists of amsulator such aglass coated with a

transparentonductoy such asndium tin oxide As the human body is also an electrical conductor,
t he
measired as a change in capacitafit®@9]. With the introduction of first Apple iPhoria 2007,

touching screenbdés surface

results in a d
capacitive touch became dominamm handheld mobile devices replacing resistive touch
technologyin mosttouch-baseddevices The capacitive touch screen unlike resistive ones does
amount of

not require certain

whicheresdtsl in quick o b e
touch input Thefirst generationPhone GUI included five touchscreen gestumeass vocabulary;

single tap, swipe, drag and drop, pinch to zoom and doub[83apT his capability ofcapacitive

screens supportingesponsive touch andarious gestureprovided opportunity d mobile
touchscreen interaction designers to create novet @hdl interactions as theuch user interface

supportednoretouch actionsghan available in the pii®hone era.
2.1.2 Touch Input Challenges

Today touchinput is the most popular method onmandheld devicessuch as smartphones and

tabletsas itallows users to directly manipulate the system without intermediary devices such as
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mouse, keyboard and joystidkowever, using the finger in diretduch interfaces raises various
challengesOne such challgye isfat-finger problem[191] which makes the selection of small
targets difficult and errep r o n e d u eelativaly latgs fengeips Another related issue is
occlusion problem, in which the use[R08s finger

Researchers have proposed various methodwpoove target acquisitiorand avoid occlusion
problemson touchsurfacesParhi et al[163] report an optimum target size of 9.6 mm for minimal
erra rates for thumibased interaction with handheld touch screen devigiset cursorg166]

is a techniga in which a cursor appears slightly above the place where finger touches the screen,
users drag the cursor to select an object \aldiate the selection by lifting their finger up.
However,offset cursor does not cover the entire extent of the screes.prbblem was solved
usingShift [207] technique which reveals the occluded screen content in a callout displayed above
the fingeralong with a pointer representing the selection point of the findesre is another
similar technique called TapTdfi76] which outperformedhift in target selection accuracin

this technique selection is done in two steps. First tap allows the user to define an area of interest
on the screen anithis area isnagnified and displayed as a popup on the scraah with the
second tap user selects the desired target inside the gdpinsson and Zhd5s] proposed two
techniques Croskeys and Precision Handle that allow users to precisely point at single pixels
avoidingzooming, as zoom does not maintain the complete view of the entire area of iRtarest.
one handed input, Karlson and Bederfb®B] proposed a software based interaction technique
called Thumi$pacefor accurate selection for small and far targAtsother approaches to solve

finger occlusion involvefinger interaction omack of the device(discussed in Section 2.2.2)

Apart from the abowenentioned issues, another major issu®uthbased interaction for mobile
devices is limited expressive abilities of touch input. We discuss this problem and solutions later
in Section 2.3

2.1.3 Touch Actions

Atouch screegesturasa@Dmovement trajectory of antwither 6s
a touch sensitive surfa¢232]. Each gesture has input dimensions. A simple tap has one input
dimension which is touch point position on screery (goordinates).The number of input

dimensions are dependent on degrees of fred@mf) involved. A user can control the x and y
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position of simple tap action on the screen and it results ok 2Dwe introduce additionddoF

such as contact time, thember of input dimensions increases. Now, along with x and y position,
the user must control the time duration of touch as Wkk. expressive power of gestuces be
enhanced by addirgdditionalDoF as itmay helpin enhancinghe amount of distinchformation

it conveys to the toudkcreen For example, a simple tagan have otheDoF apart from2D
information(x-y coordinates)such agontact shape, areafinger orientationof the fingertouch
point. In this way,the same tap gesture cparform varying actions depending upadditional

DoF such as contact shape, areamentation[31, 37, 42, 213, 219]

The most common inputiensions of traditionaiouch screemestures are number of strokes,
the stroke lengthand the number of touch points on the scréesimpletap actionlacks the
stroke actioror movement of fingeon the screen surfacé/hereagouch actionsuch as sype

or flick which comprise of single stroleealso known asingle stroketouchactions(seeFigure
2.14).

No Stroke Number of Strokes > 0

Zero-Order Zero-Order

Tap % Drag % Flick @

Figure2.14: Touch gesturelassification based on number of strokest: Tap action. Right:

single strokegestures

In this thesis, wéntroduce additionaDoF (contact shapand orientation) tawo types of touch
actions;simple tapandsinglestroketouch actions such as swipad rotatiorto create our novel
input vocabularyIn following two sections, we present previous reseaaheon features and
shortcomingof bothsimple tap actionandsinglestrokeactionsand various approaches taken

by researches to improve theipegssive power
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Tap Action

A simple tapactioncan be interpreted in different ways depending upon which graphical object it
pointsto. They are used to manipulate graphical objects such as menus, buttons, icons and toolbars
or issue a commandlthough it may seem that tap actions are limited to acquiring graphical
objects orthescreen but theesearchrshave usediap actionsn menutechniquesuch as FastTap

[74] to provide faster command selectidiie expressive ability of tap gestures is related to how
many graphical objects cée fit into the screen and how easy it is to point at tiésually GUIs

on handheld touch devices offer small menus and toolbars which may provide agcekgo

common items bufor largercommand sa&t users may be required to do extensive visuathear

through hierarchical menus and various tap operations to reach desir¢ta@dm

GUI designers can addore GUI elements such as buttons, menus and toolbars to accommodate
large command sen touch interfaces. However, due to liedtdisplay size of mobile devices,

there is a limit to the number of GUI elements that can be accommodated on the screen. One
solution to this problem ithe use ofother information such as duration (short tap, long tap), or
touch fingerproperties such as orientation and pressure to augment the touch input for different
commandsOne example isPhone 6swhich introduced builin pressure sensor that provides
capability of 3D touclfil]. It has three levels of pressulight, normal and deep press and different

level of pressure can be used to invoke different actesexplain therevious research work

which involves usef theseadditionalfinger touchpropertiesto improve expressive power of

touch input later in Section 2.3 Augmented Touch Input.

One of themain usesof tapactionsin GUIs is to press buttorw icons As interface designers

want to support large command sets it is very importamdenrstand the limits aecognizability

of buttons/icons as they get smallerevious literature suggests tf@t buttons to work well with
fingers, the button size needs to be larger than 22 mm in ¥ititi23] Theaverage width of the

index finger and the thumb for adult men are 18.2 mm and 22.9 mm respectively and women 15.5
mm and 19.1 mm resptively[97]. Lee and Zhai did a study which showed that uaszsable to

tap on buttons eveh their sizeis smaller than the average finger wifit22]. Smaller buttons or

icons means that the interface can support from large command sets on Hisplayer, smaller

buttons and icongequiremore effort and precisioloy userfor correctcommand executionrittsd
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law [62] is a predictive model used in HCI as a strong predictor of pointing perforntémeever,
it has been inadequate in modelling srtattet acquisition with touehased input on screef&
45]. Bi et al. proposedr F i t t E33| wHich i&an extension of Fititaw and is more accurate

than Fitt®law in predictinga finger touch input

A few researchers have exploreaulti finger tap (multi-touch) to augment tap action which
enhance theexpressive power dfp actionsfor faster command selection on touch surfaces.
FastTap75] (seeFigure2.15) is one such menu interface which uses entire screen to display a
spatially stable grid of commands which is hidden by def&ldvice users press the activation
button using thumb to show the gndsually search for the commands thegedand then select

a command. However, expert users can select a command with a single chorded tap using the

thumb and the forefinger removing the need to wait for grid to appear and display the commands.

Figure2.15: FastTapselection: (Left) Default state dfastTap interface, (Center) Visual search
by novice user, (Right) Rapid command selection by expert user without waiting for commands

to appeaf75].

HandMark [202] (see Figure 2.1.6) menus is a bimanudi.e., usingboth hands)}command
selection techniqgue which uses peoplebds hands
where commands are placed between a usero6s spl
a different command set. Novice users waitghed with commands to appear and as they practice

command selection, they remember the landmarks and transit into expert mode, and then they
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execute chorded action with finger of hand used to display command set and finger from another

hand to select theommand without waiting for commands to appear.

DO
0060
Oo00®O
(o> XN

Figure2.16: HandMarkMenus. From left, 1: HandMatkinger (novice mode). 2: HandMark
Finger chorded selection (expert mode), 3: HandMdulki (novice mode), 4: HandMarkulti

chordel selection (expert modg03].

Geometry 1 Model 2 JLight/Material 4 Help

Fp 5
ire Frame on/off

Curvs on/off o

Curvs direction on/of
Others ‘

Figure2.17: Finger count menu: A bimanual interaction technique for faster cochselection.

Bailly et al. [20] introduced fingeicount menu technique which uses bimanual interaction for
faster command selection on touch tables. In this technique, aamsawvoke one of the menus

from the toolbar using corresponding number of fingers fromdwmninant hand and a command
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from that menu can be selected by touching down a specific number of fingers from the dominant
hand (sedigure2.17).

Since, singlestroke gestures have more input dimensions tlsample tap there is more
opportunity to increase their expressive power, relatigemple tap

Single-Stroke Action

A singlestroketouch actioninvolvesa finger strokeon the screen covering severaly points
over time.For example, onéinger or twafinger swipe to scroll and orfenger flick come under
this category Unlike tap actionwhich mainly acs on graphicabbjects singlestrokeactionscan
be drawn anywhere on the screen, hahegdo not takealot of valuable screen real estfié].
Instead of doing discrete tap actions to traverse through a menu to locate aheteser can
executea singlestroke action as a command shortcut in one step which can support rapid
command executiorAs they are not dependent on graphical objestgylestrokeactionscan
supportarger gesture setlative tosimple tapvhich in turn carmelp interface designers to support
larger command setdlost of the touch gestures which involsttokes (movement othe finger
over the scregrusesinglestroketouch actionsuch as swiper flick. Hence, it is important to
discusghe issues related to stroke gestures made sipg@ie strokeactions such as swipe action.
One of the majousesof stroke gestures is in command shortcuts on touch interfAsesore
gesture shortcuts are available in an interface, the more diffiecnfty become for the system to
recognize the gesture input and users to recall the shape of gesture 2@{ctihus, the gesture
should be unique shatit is easier fora system to recognize the gesturecreasig complexity

in gesture shortcutsuch as differengestureshapesusing additional finger properties (contact
shape, orientation, pressure), miudtiich, etc can help systems tecognizea larger number of

gestures and help users in gesture r¢t3]l

GUI designers always sie to develop interfaces which require minimum user effort and tap
gestures fulfil that goahs he users can locatgraphical objectsvisually. Performing gestures
made up olinglestrokeactionsas command shortcuiis an interface mayequire users$o put

more effort relative to tapaction initially as theymust retrieve the mapping of gesture and
command from their mennp. However, previous research shows that increasing the mental effort

of interaction can help users remember spatial patterns better than sequential patterns as they can
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develop spatial memory for both locations and trajectory of gedtltpdJsing gesture shortcuts

for command execution has been shown to be more effective than using keyboard shortcuts. Appert
and Zhai13] compared the performance and ease of learning of stroke shortcuts in comparison to
keyboard shortcuts. Usersuld recall more stroke shortcuts and proddeacr errors with stroke
shortcuts than with keyboard shortcuts even though both type of shovenetperformed after

same amount of practicBtroke gesturewere found to be easier to learn and recall due to their
spatial propertiesand iconic propertiesMemorybased command selection techngjuse
dependent on human memory which can be divideddaclarative and procedural mem¢ggy].

Novice usersise @clarative memory also called explicit memaudyich refers to those memories

which can be consciously recalledhereasexpert users uggrocedural memory, it is unconscious

and implicit as ncexplicit effort is required to recall memorieBlence,well designed gesture
shortcuts can be provided for touch interfaces which help users to become experts and perform

rapid command selection.

[a) (b)

Figure2.18: Marking Menu command selection mechanism: (a) Novice Methsdal Search
and (b Expert Method using recall from memdayi8].

Researchers have developed various interfades &fficient and faster command selection using
singlestroketouch actios such as swipe and flickOne of the prominent examples is Marking
Menu[118], which is one of the alternatives to hierarchical linear menus and contains a contextual

circular menu that allow expert users to traverse the radial menu via directional strokes allowing
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rapid command selection (segure2.18). However, the number of items which can appear at
each hierarchical level are limited. It can be extended in order to accommardatecommand

set by making it hierarchicd236]. Another technique to extend marking menu is the use of
Augmented Letter§l78], in which gestures consist of the initial of command names drawn in
singlestrokestyle which invokes the Marking Menu. FlowMeji38] is a command entry system

for penbased inputs and an extension of hierarchical marking menu whigedsto select an

item and then do parameter entry for that item. For example, a user can select a zoom command
and when sulinenus appear, user can enter the sub menu for zoom value and provide the value.
Li [125] examined real world deployment of Gesture Search(ss@Figure2.1.9) with mobile

phone users which showed tkatgle strokegesture shortcuts successfully provide rapid and easy
access to various items in mobile phone such as contacts, bookmarks and application etc. their day

to day lives.

B @ 9:31pm

harlan

Harry

Figure2.19: Gesture Search tool provides users quick access to items in mobile phones by

drawing gesture shortcuts.

To summarizeresearchrs have used various techniques such as meni@sed techniques

(gestures]17, 120, 131] hotkeys[136], spatial location$50, 74, 183Jand multitouch chorded

actions[68] to improve expressiveessof interactionwith devices However, there is still a gap
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between the capabilities of touch screen devices, kinesthetic abilities of users and input vocabulary
for touch devtes.Onemethod with great potential is to use of additional fiqgepertied31, 37,

42, 213, 219hs additional input dimensions to augmiet touchactions In this thesis, we used
contactshape anarientation of the finger touch tevelop novel input vocabulaof augmented

touch actions
Multi -Stroke Action

A multi-stroke touch action involves multiple finger strokes on the saeeering several x, y
points over timeFor example, pinclio-zoom and twefinger rotateare commonly usetbuch
actionswhich come under this categorpinchto-zoom is a twefinger action usetb change the

size of objects or content onscrdeaeFigure2.1.10). For example, map views use piradtions

to change the zoom level of the m&mchto-zoom is performed by placing two fingers on the
surface, typically thumb @hindex finger of the dominant haaehd then pinching them together
(zoom out) or spreading them apart (zoomTime standard implementation of pirtthizoom sets

the document/map zoom level according to the change in distance between these two simultaneo
touch point485, 200] The twafinger pinchto-zoom has been the standard technique for multi
scale navigation for londguxton in his essay on multbuch systems, traces the early use of pinch
to-zoom tothe early 19809153]. Krueger's Videoplacsupported the use of a tvimger pinch

action toscale and transfer objecs early as 198315 We | | ner 6 s Di gi t al Desk
clearly demonstrates various metliuch concefs such as twdinger scaling and translation of
graphical objects using a pinch actij@i7]. Kurtenbach et aldemonstrated the use of pinth

zoom to zoom and rotate the artwdti 7]. Hinckley et al. used a similar pinch action in 1998 to

zoom and pan around the center of two contact points for enagation[85].

Figure2.110: Pinchto-zoom action. Touch surface withumb and index finger@nd bring

them closer together to zoom out and move them apart to zodoecument/mp.
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Hoggan et al[93] examine the mechanics of pinrttizoom action, identifying the factothat
affectperformancesuch as direction, distance, angle and posifitvey alsgprovide insight into

which hand postures and positions are the easiest for users to achieve, and further provide
significant insights for designei®ne prominent problem that emergedwptnchto-zoom is that
sometimes a target resolution cannot be achieved in a single pinch or spread, and multiple
successive actions are requirkdthis context, making a series of repeated pinch or spread actions

to achieve a target is called clutchiddthough interacting at multiple zoom levels can be useful

to its users but it can be inefficient due to the need to repeatedly ¢hzdh 156] Also, with
repeated zooming, finger occlusion can make it difficult to keep track of the underlying target area.
DTLens[63] and Cyclostaf137] eliminated this problem by supporting the zoom functionality
without clutching Avery et. al introduced an enhanced zooming technique called-Risxbom-

Plus[16] that reduced the clutching and panning operations compared to standartbfinom
behavior.Apart from occlusion problem, pindo-zoom also inheritthe precision problem. The

lack of precision means that selecting the intended target is difficult, so successive attempts must
be doneThe scaling operations are centered on the point of contact, and hence, the area of interest
will be occluded duringarget selection and remain occluded even after the zoom adeane,

the users performing a pindb-zoom action are often required to zoom, and then perform a
corrective pan to reposition the target so that it is visibléew researchers have focused
eliminating these issues specifically during zooming and scaithgnsson and Zhai introduced
Zoom-Pointing techniqug5], a bimanual technique in which the user draws a bounding box to
define a persistent zoom ar@ais technique allows the users to speaifly delineate the content

they want to see onscreen, which removes the need to perform corrective pan after zoom action.
However, it is designed to work with a fixed resolution and does not support dynamic scaling.
DTLens[63] is similarto ZoomPointing technique, but adds controls for minimizing, closing or

annotating the enlarged viewport. It allows users to save and restore the zoom levels.

Two-finger rotate action is defined as a radial motion of the thumb and index finger arixeudl a f
point (seeFigure2.111). Rotational gestures are commonly used to manipulate objects onscreen.
For example, you might use them to rotate a view or updateathe of a custom control.
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Figure2.111: Two-finger rotate action. Touch surface wittumb and index fingeand move

them in a clockwise or counterclockwise directionotate the view

Several research projects have propast#drent multifinger touch actions including rotation, for

use with multitouch displayg77, 116] Buxton in his essay on mulibuch systems, traces the
early use of twdinger rotate action to early 200(53]. Wu and Balakrishnan describe the use

of a rotation widget that allows users to manipulate the orientation of an object usingairttvo
action with the thumb aniddex finger[226]. A few researchers have examined the usability and
performance of rotation actions in comparison to other techniglzesock et al[77] presented

a comparison of different mutouch techniques with a focus on the input and output DoF, while
Kruger et al.[116] investigaed the speed and accuracy of traditional rotational actions in
compari son t o Rhadenal234usedihe @misnktiart oEMahalanobis distance
metric and Fittsdéds | aw to create a model of
The model shows a linear relationship between movement time and their riodeler, inall
thesestudies, the participants in the experiments used the combination of various type of touch

actions. This means it is difficult to isolate the performance of rotations.

Typically, theresearchers er@netouch gestures with respect to their speed, accuadyDoF
involved. However, there are other importaatctors too such as ergonomics. Muscovich and
Hughes[151] found out in their study that it can be difficult to complete large rotations without
positioning the hand in an awkward manner. This is because of the physical limitationsrof finge
and writs movement. The average dominant wrist extensor muscle activity has been shown to be
higher for gestures that employ two fingers as opposed t§180¢ Hogan et al. evaluated the
usability of twef i nger rotation actions by measuring
rotatiors. They also determine the factors affecting the performance andamics of rotation
actions.Their study found the effects of the angle, direction, rotation diameter and position on
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partici pant s 0 -fipgerrotation aci@onstor and Lfee proposed FingerSKa®s3]
rotation technique to reduce the effects of musculoskeletal constiaittigs technique, the user
first performs a normal twéinger rotate action and then can continue the operation without having
to maintainboth fingers on the screeNguyen and Kipgd157] studied the orientation (direction

in which rotation occurs; clockwise @ounteclockwise) factor in translation and rotation of
objects with two fingers. The results of their study show that-ngkhted movements were faster
and eagr than leftoriented onesMovement combinations in different directions (translation

right, rotation left, and vice versare more tiresomeompared to equidirectional combinations

2.2 AUGMENTED INPUT

An input device is a piece of computer hardware whichsied to transmit data and signals to an
information processing system such as desktop computer, mobile phoi@netaf the primary

goals of HCI researchers is to broaden the communication channel between the user and the input
devices. Addition of physical buttons to a device, addition of tactile or haptic feedback or inclusion

of additionalDoF to any device or GUI based interaction technique is called augmenting input
capacities of the systenin this section, we discuss varicaisgmentations dona two most used
computer peripherasuch asnouse keyboardandotherinteractions such as gaze, voice, etc.

2.2.1 Mouse

A computer mouse is a haiheld pointing device that detects 2D motion relative to a sufi&ge
The motionofmouseigssual 'y transl ated into the &andti on
it allows the manipulation of the GUI elemestgh as selecting a filmyovinga file, etc A typical

mouse consists of twouttons and a scroll whe@eeFigure2.2.1).
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Figure2.21: Computer mouse: two buttons (left and right) and a scroll WhBgl

The desktop computer interactionslomt est Wi ndows 10 and Atfipl eds
look and act like Xerox Staf32], following the directmanipulationparadigmcommon in
Windows, Icons, Menus and Pointers (WIMRderfaces The mouse ankeyboardremainthe

most commonmlevicedor inputon desktop computershe interactions such as selecting an object,
drag and dropyidget controls still remain same as those designed for the first graphical interfaces
[32]. Althoughthe designs based on the WIMP model have been successful, but researchers have
alsodemonstrated number of flay&r7i 29, 32, 101, 102For instance, the WIMP interfaces often
require a large number of egets, teaccommodate large command set as each widget is typically
mapped to a single system commahsla result, the highdevel tasks are not well supported and
require multiple controls to be activated or a control activated multiple times in oreleecute a
realworld task.One such problem is navigating a document which is poorly supported by WIMP
interfaces[12, 100]as navigational sub tasks suchsasolling, and zooming are controlled by
separate widgets.
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To improvethe support for higher level tasks, varidyges of augmenationshave beemone on
computer nce. The three main approaches taken so far ase of additionaDoF; addition of

feedback; adding buttons the mouse
Additional degrees of freedom

Thebasic design of a computer mouse has remained essentially unchanged for 40 years following
its first public demonstration by Doug Englebart et[2]. Since then, there have many efforts
made to augment the basic mouse functionality with additional capabilities. One of the most
successful addition to the mouse hasrbine scroll whedR05] which originally added to support

3D interactionsOne of the primary areas of research in sipace has been focused on extending

the number of DoF that the mouse can sense and thereby control.

MacKenzie et al[135] and Fallman et a[61] describe prototype devices that contain hardware
from two mice rigidly linked into a single chassis to enable rotation sensing and thereby provide
three degree of freedom (Dolput. R o ¢ k Mougef23] augments a mouse with tdensing
accelerometers to enable dbinput. The bottom of the device is rounded to facilitate this rocking
motion, which is used to control two extra DoF for manipulation of 3D environmédeoMouse

[88] is a mouse augmented with a camera on its underside and employs a mouse pad printed with
a special 2D grid pattern. The VideoMouse software mmngaltime vision algorithm that
calculates 6DoF mouse movement by comparing camera images overtligmaouse can sense

two axes of horizontal motion like a standanduse, tilts of the mouse forward, backward, left

and right, rotation of the mouse arma the zaxis and limited height sensin@his allows
VideoMouse [88] to perform a number of 3D manipulation taskseldMous [192] is a
combination of an ID recognizer like a barcode reader and a mouse which detects relative
movement of the devic&ieldMouse users can interact with virtual objects using any flat surface
that has an embedded ID stripalakrishnan et al[24] described the PadMouse, where the
conventional mouse buttons had been replaced with a touchpad, allowing users to activate
modifiers and commands. Mulibuch mice [12] is set of novel mice that combines the standard

capabilities of a computer mouse wittulti finger touch sensing.

Cechanowiczet al [44] investigated the possibility oproviding pressurdased input by

augmenting a mouse witither one or two pressure seng@eeFigure2.2.2). A pressure sensor
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is an absolutecontinuous, and orBoOF input device.This augmentation allows the users to
control many input modes with minimal movementf the mouseCechanowicz et aj44]

developed several pressure mode selection mechanisms and showed that with two pressure sensors
users can control over 64 discrete pressure modes.

Figure2.22: (Left) Uni-pressue augmented mouse with a sensor in the top location for the
second finger. (Right) Dugdressure augmented mouse with sensors located in the top location

for the second finger and in the left location for the th{uidl.

However, the pressure based interaction techniques proposed by Cechanojdey atalargely
based on users manipulating the pressure inpu
of freedom 2DoF intraditionalmo u s e 6 o0 soleeshes )ssuehi et al[188] demonstrated
pressurebasedinteraction techniquealled PressureMovthat enables simultaneous control of
pressure input and mouse movemehistechnique supports tasks like rotation and translation of

an object orpan and zoomThere are other pressure sensitive mouse implementation such as
Inflatable Mousd111]. It is a volumeadjustable mousdyaving a balloon insideshich can be

inflated toallow themouse to be adjusted to the size of a standard mousmar deflated and

stored in a PC card slof a laptop computewhen not in useThe balloon has is fit with a gas
pressure sensor, allowing the user to squeeze or apply pressure to the mouse and control continuous
parametersThe pressure change by deformation of the balloon provides users paegsive
feedback naturally and can be transformed into an input signal to confth#emouse contains

two touch sensors which acts as primary and secondary mouse buttons, and an array of touch

sensors that act as a scroll whigdll].
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Addition of Feedback

The tactile mousgt] is a modification of a standard moubat has been augmented with a small
actuator. The mouse vibrates under certain conditions. This kind of feedback can inform users
when certairevents are occurring. For example, when the cursor is moving into different areas of
windows or when the user is crossing window boundaries. Akamatsy4t@nduded a study

to compare the effects of tactile feedback, visual feedback and auditory feedback in mouse based
selection.The results of the studshowthat users performed better in selection tasks with tactile
feedback over visual and auditory contralsst like tactile mouse,here are commercially
available products like SteelSeries Rival 700 Gaming Mowggich provides tactile feedbatd

give gamers ifrgame cuesand also a little OLED display that can show gameistizg The
product phkhgEactie Alerts lease,beef carefully placed in the center of your mouse,

so you feel the pulse strongly in your palm. By directing the pulse to only move up through your
hand, as opposed to |l eft and ri ghtckinglsagotui | e A

can keepyourpixgper f ect ai m. 0O

Figure2.23: SteelSeries Rival 700 Gaming Mouse: a gaming mouse that features an OLED
screen for visual notifications,-game statistics and provides tactile feedback albstant

game cue§l94].

! SteelSeries Imbues Rival 700 Gaming Mouse with Haptic Feedback, OLED Display
https://www.tomshardware.com/news/steelserieal-700-gamingmouse,31875.html
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The Inflatable mousgl11l]i s a ball oon | i ke inflatabl e mous

fingers and palm. The pressure change by deformation provides users passive haptic feedback
naturallyandcan also béransformednto an input signal to theomputer.LensMousg231], a

novel device that embeds a totstreen display onto a mouse. Users interact with the display of

the mouse using direct touch, while also performing regular cbesed interactions. Certain
application relies heavily on auxiliary windows telay feedback to users. These auxiliary
windows can occlude the main workspace and thus distracting the users from their main tasks.
With LensMousg231], suchvisual feedback can be displayed on the display of the mouse and
users are alerted of their appearanceutnoa notification. Hence, the separation of auxiliary
information from the main display avoid occlusions and unnecesfiamactions This also

reduces the mouse movement as user can interact with auxiliary information with direct touch.

Park et al[164] embedded an electromagnet in a mouse operated over a ferromagnetic mouse pad
to control the difficulty to move themouse, but the mouse is not capable moving. For example,
when the mouse cursor moves into clickable area, magnetic attraction generates friction, allowing
the user to find the target easily. This system can be helpful to increase work efficiency for CAD
work and graphic design as it requires abundant mouse control to select lines. It can also enrich
the gaming experience on computers as it can provide the game user with various tactile

experiences.
Adding buttons to the mouse

One of the most successful augmation to the mouse aldition ofthe scroll wheel. It is usually
placed on top of the mouse and can be accessed by the first and secondtfisgexariation of

a button that facilitates discrete input along a single bidirectional axis. Thewhesl allows

users to scroll vertically or horizontally in a window without moving the mouse to activate scroll
bar. Few researches have shown that the scroll wheel is particularly effective when used for

navigating through long documer&s, 235]

An alternative to scroll wheel was introduced by the IBMIBM ScrollPoint mousg99] that
features an isometric joystick on top of the mouse where usually scroll wheel is placed. This
isomaric joystick is accessible to first and second fingamd provides the user an additional

bidirectional DoF The pressureappliedon the joystickcontrols the rate of scrollingnd the
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direction of pressure determines the direction of scrollifee TrakMouse[140] 2 + 2 DoF
controller, allowing two axes of control like a standard mouse and an additional two axes of control
from a trackball added to the top of this mouse instead of a scroll illheelTrackMouse gives

the user 4DoF with a singleanded interactiorMartin et al. conducted experiments to compare
the TrackMouse to bimanual control of two mice in a-tuesor control task. The results show

that users were somewhat slower using thekKiMacise than when they used two mice setup.

Various manufacturers have added aSdmeintous® n a l
manufacturers haveedded multiplesecondary buttons on the left, right and top sides of the mouse.
Adding additional buttos can make certain tasks easier but it requires users to remember the
mappings between buttons and functions and may require the repositioning of fingers to press
buttons.Also, the buttons on the sides of the mouse may be accidentally depressed dunaig no

use of the mouse. However, this has not stopped mouse manufacturers to add additional buttons.
The SteelSeries Rival 700 Gaming Moli$84] has included two btdns on the left side of the
mouse and one button on top of the mouse behind the scroll wheéligeee2.23). The two

buttons on the left side can be used to navigatkward and forward in a browser, increase and
decrease sound in multimedia applications and zoom in and zoom out while navigating on Google
Maps. The top button when pressed invokes the SteelSeries Gaming Engine which is a special

application for video gaing support on computef$94].
2.2.2 Keyboard

A computerkeyboards atypewriterstyle input device which uses an arrangement of keys to act

as mechanical levers or atonic switched54]. The keyboard keys typically have characters
printed on them, and each press of a key typically corresponds to a single written @ggrbol
Figure2.24). However, to produce some symbols users are required to press and hold several keys

simultaneously or in sequence.
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Figure2.24: A standard wired chiclet style keybod&dt].

Keyboards have remained essentially the same for last 30 years, despite increases in the variety
and complexity of softwarg27, 144]. Various researches on keyboards have investigated
ergonomic designs, enhanced layouts, and new capabjli2dd. Although we have already
discussed keyboard augmentations for mouse input (e.g.;+stliftking) in Chapter Ongkeys

are also inputlevices that can be augmentéte three main approaches taken so far to augment

the keyboard input capabilities aemhanced keyboardandaddition of feedback.
Enhanced Keyboards

One of the approaches taken by researchers to augment keyboard isingertduch sensing
capabilities on the keyboard keyi$e usual two states of a key are pushieetleasedThis adds

an additional input statealled i t o u cwhiehdcan be used fovarious purposes such as
previewing information, manipulating virtual objects or perform gestusésck et al.[35]
demonstrated an augmented keyboard called Fouslay keyboard(TDK), a keyboard that
combines the physical ergonomic qualities of the conventional keyboard with dynamic display and
touchssensing embedded in each kdy.conventional keybard can only provide input to a
graphics display. A TDK, in contrast has graphical elements distributed between primary display
and keyboard displaysee Figure 2.25). On the keyboard, the graphical elements become
associated with the key regions they occdphetouch is supported as a third state for manual key

input, providing thresestate input to the keyboard.
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Figure2.25: TouchDisplaykeyboard Slider controls being displayed on the keyboard which
can be manipulated using finger touch.

Surfboard[110] is a technique which consists of a conventional keyboard with a monaural
microphone which augments the input capability of a keyboard by recording and analyzing sounds
produced when user lightly touches the keyb@ard moves their fingers horizontally over it. It

adds an operation modality called Surfing to the standard keyboard without changing their physical
properties. Surfboard allow the user to maintain a focus on the screen while surfing the keyboard.
As the sirfing and typing happens at the same place, the user can seamlessly continue touch typing

after surfing.

A standard keyboard provides CTRL + Z shortcut for undoing changes. However, it is often not
possible to undo an action. In such scenarios, previethagffects of command can be helpful.
Rekimoto et al[172]developed a previewing device called PreS&agpad. PreSenseageypad

that recognizes positi on, .Theokaypad reecognites the fexges ur e
motions and the system provides preview informasibaut the key/commartd the user so that

they can make decision before executing a comribfi).

Another approeh to augment the input capability of a conventional keyboard is addition of
pressurebasedinput. The pressure sensing further extend the firggmsing capabilities by
offering a continuum of states between touched and pughett et al.[58] demonstrated a
pressure sensitive computer keyboard that independently senses the force level exerted on every
depressed keyietz et al. suggest that this pressure sensitive keyboard can be used in gaming and
emotional instant messagirj§8]. Jong et al.[105] demonstrated a tactile input method for
pressure sensitive keyboards based on the detection and classification of pressing movements on
already pressedown keysLoy et al.[129] demonstrated a biometrics user authentication system

based on a pressusensitive keyboard using special hardware afitvare solutions.
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Typically, a keyboard detects keystrokes as b
Usually one key corresponds to one character to be printed or a functi@uleetp. thiscomplex

input commands need multiple key presse For exampl e, pressing nACol
takes a screenshot and saves it in clipboard on Ma80iSet al. presented solution called
GestAKey[189], a technique to enable multifunctional keystrokes on a single key. The system
consists of touch sensitive keycaps and a software that recognizes th@esitnes performed

on individual keys to perform system or input special charaft8&. Bailly et al introduced a

novel keyboard called Blamorphg22] with keys that can be individually raised and lowered to
promote hotkeys usage. It augments the output of traditional keyboards with haptic and visual
feedbackThekeyinput is augmented by using pusipe solenoids mounted under each.Keyis

results nto a novel set of gesturdsor instance, the keyboard raises a subset of hotkega a

user presses the CTRLkethe OF6 key i s also raised and ca

command or can be pushed left or right to select variations of Find cahfssafrigure2.2.6).

b)- o : . A .
Métamorphe Actuated key Top Push on ‘F Push to Left on ‘F' Push to Right on ‘F'
(“Find") (“Find Previous") (“Find Next”)

Figure2.26: a). Métamorphe keyboard raises a subset of keys when CTRL key is pressed. b).
Each key can be raised with an exdted solenoid and contains force sensedsel For
instance, OF6 key can be pushed to select AFI

variations of this comman@2].

Other additions to the keyboard have generally served special purposésstiiace, the IBM
TrackPoin179] is a small rubber nub to the center of the keyboard, which is used as an isometric
joystick to control the cursor in the absence of the mouse. The force exerted, and direction of force
aplied determines the rate of scrolling and its directitowever, addition o&rubber nub to the
keyboard is not an augmentation to the keypress agigtia second input device integrated into

the hardware.
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Addition of feedback

Active haptic feedback is often used to increase the accuracy of virtual keyf@2jrds non

physial buttong134] on touch surfaces. In the context of physical keyboards, force feedback has
been proposed to i mprove a umgéxténsfot].Gavioomett and
al.[182] designed a haptic keyboard liiseradjustable force feedback under each key by using

coils and electromagnets but provided no user performance Idmta.et al. [103] used
piezoelectric switchet® replace the dome structures of keys on a physical keyboard to simulate a

flat, zercotravel keyboard with haptic feedbackheir study showed that users typed faster with

local haptic keyclick fegback (55.1 WPM) than with global feedback (51.8 WPM) or no haptic
feedback (46.3 WPM).

TouchDisplay keyboard[35], Microsoft adaptive keyboard[146], The Optimug161] contain
small screens on each key that can display applicapatific icons or notifications. These visual
enhancements encourage the recognition of hotkeys, but they also divide the attention of users

between the screen and keyboard which can be tiring aneconsiming144].
2.2.3 Other Interaction Methods

There are interaction methods apart frimamouse and keyboard that add expressitatinput

usingadditionaldegree of freedom (DoF)
Eye Gaze

Eye tracking is the process of measuring either the point of gaze or the motion of an eye relative

to the headAn eye tracker is a device for measuring eye positions and eye moJétie@ne

of the earliest to use eye gaze as an input was P8aa computer wrkstation equipped with

i maging hardware and softwar e. The system aut
eye. From the portrait, the interface calcul a
the computer screen. The computken executes the command related to the menu option
displayed at the eye gaze locat[68].

Porta et al[165] developa systemcalled EyeS that allows input using gaze tracking hardware.

The system tracks relative eye movements and absolute eye position, allowing the eyes to control
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poi nt movement , and issue commands and to wri
allows the eyes to be used for 2DoF bidirectional irff66]. Lucas et a[132] used eye gee as

an extra OF to resize 3D objects in virtual environment®hey ran a study comparing
performance of gaze control, pointer control and 3D widgets. The results show that users were
significantly faster resizing objects when using the combination né gad pointer control

compared than with existing 3D widgets technidd82]. However, these examples just
demonstrate that eye gaze can be used as an input to a computer system. Therefore, interaction
designers can adelye gaze to augment input of devices such as mouse and keyboard (e.g., eye

gaze input is added to mouse input).
Voice

The humanvoicecanhes ed as an additional DoF t ®neaugmen
such technique is Voice P§r8] which uses voice input to control parameters such as line width

in a 2D drawingprogram. Usually, this parameterdentrolled by the stylus pressure in most
drawing programs. This system allows users to control the movements eareen cursor using

voice. The user has to say a vowel which is mapped to a direction on the screen to control the
cursor position. Thisystem uses nelmguistic voice input in which the user can say vowel
sounds, vary the pitch of sound or control the loudness to augment the pdii8hLike Voice

Pen, Mihara et al. demonstrated an interface a@aiiéggratory Cursor148] to contol cursor
movements. The migratory cursor displays multiple ghost cursors that are aligned vertically or
horizontally with the actual cursor. The user quickly specifies the approximate position by
referring to the ghost cursor nearest the desired positidrihen uses nererbal vocalizations to

move the ghost cursors continuously until a cursor reaches the desired pb4Rion

Sakamoto et al. proposed a technique called Voice Augmented Manipulation (\.8®])for
augmenting user operations on a mobile phone. Tasks such as scrolling, zoom in and zoom out
require repe&d finger gestures as the mobile phone screens are small and hence, all content cannot
be shown at once. Also, repeating finger touch can also hide the content on the screen. With VAM
technique, the user first presses a button or makes a finger gestaeipolate something on the
mobile device and then say a sound. The operation then continues until the user stops doing the

action or making the soun80].

36



Bimanual Input

Bimanual input techniquesse both hands and can be useful for designing more powerful
interactive systemg&/arious reseah projects have investigated the advantages of bimanual input
[24, 40, 43, 59, 106, 171]n single handed interaction techniques, only the dominant hand is used
to provide input to the system, whereas in case of bimanual interfacesomamant hand can be
used to augment the input provided by the dominant doli-touch interaction desigms can
employ bimanual inputo increase the input vocabulary and hence, enhance expressivity of the
input. Bimanual input has also been explored in traditional input devices: For instanioes

such astrackballs, styluses and toglasses have beersad along with keyboards and mice.
Bimanual interactions can have both positive and negative effects on perforivamioeis
research projects have demonstrated that comparisons among these input[6éyvies107,

154, 159]indicate that some perform well under certain conditions and perform poorly in others
[38].

Kabbash et al[106] studied the impact that bimanual interaction has on compound task
performance. The results show that bimanual interactions can have both positive and negative
effects on performance. Also, certain kinds of bimanual interactions, where theosnd hand 0 ¢
action is dependent on the first hand, can yield the highest performance when the interaction
technique is designed propefly06]. SmartSkin[171] is a multitouch interactia technique that

can track multiple positions of multiple hands as well as shape of hands and fingers. Rekimoto et
al. [171] created a prototype for digital interactive tables that supports bimanual interaction for
object manipulation tasks such as zooming and panHiolgwall [141], a computer augmented

wall supports bimanual interactions along with single hand and whole body interabietset

al. created DiamondToudb7], atechnique for creating touch sensitive surfaces which allows
multiple, simultaneous users totemact and the touch location information is determined
independently for each user. This technique supports bimanual interaction isizableisplays.

This technique has been later successfully incorporated in other bimanual inteettiigues

[40, 46, 59, 64, 227]

Several studies have been done to investigate the performance of different bimanual interaction

techniques against standard input deviéeslines et al[64] compared a twdnanded mouse to
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direct touch input on large tabletop interfakabbash et a[107] comparedhe performanceof

different input devicege.g. stylus, mouse and trackbdtly bimanual interactionsBrandl et al.

[38] used both pen and direct touch simultaneously for bimanual interactions aneddipairt

users were faster and did fewer errors using pen and touch input compared to either touch and

touch or pen and pen input.

Bimanual interactions have also been implemented and studiedidh-basedinterfaces.The
Marking menu technique, a gestdrased and memory dependent menu technique has also been
implemented for two handed operatjdi9]. Odell et al[159] introduces a new input technique,
bimanual marking menus, and compare its perfogeavith toolglasses and hotkeys in both-one
handed and twhanded fashion. Their results from the experiment shows that bimanual

interactions can improve overall performance.

Geometry 1 Model 2 JLight/Material 4 Help

Fp ;
ire Frame on/off _Ju,
4

Curvs on/off

Curvs direction on/o
Others

Figure2.27: Bimanual interaction in finger count meffi].

Finger count meny21] is another menu technique which uses bimanual interaction for fast
command selection on touch tablgsing this technique, a user can invoke one ofitbaus from

the toolbar usingarresponding number of fingers from rdaminant hanénd a command from

that menu can be selected by touching down a specific number of fingers from the dominant hand

(seeFigure2.2.7). Uddin et al.[202] introduced HandMark menus, a rapid access and bimanual
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interaction technique designed for large mtdtich surfaces. The commands are placed in
spatially stable spaces around and between fingers of both Rarugs locatios of the commands
are learned the ass can use expert mode in which they combine menu invocation and command

selection to perform a rapid bimanual chorded selection.
Modes

A mode inHCI is a context where user actions such as keypresses and mouse clicks are treated in
a specific way. Thatsi the same action may have a different meaning depending on the mode.
Modes can either be explicit (part of the interface) and therefore can add power without needing
extra input capability, or implicit (not part of the interface) and therefore need¢calalitional

input capability For example, gessure sensing on the pen is an implicit mode swiMcldes can

be a way to increasexpressivenessvithout adding extraDoF to input. For instance, the
FlowMenu[73] is a type of markingnenu[119] that makes use of multiple modes, set parameters,

allows users to select commands and perform text entry with a stylus.

In penbased interfaces, inking and gesturing are two central tasks and switching bibiessen

two modes is an important tagR01]. Various researchers have explored the availability of
pressure in pebased devices for mode switcirbtylus pressure can be used to switch input
mode from inking to gesturinfl26]. Ramos et al[169] conducted the investigation of human
ability to select discrete target by varying stylus pressure under full and partial visual feedback.
Pressure MarkgL70] is technique designed by Ramos et al. whitipleys pressure as a feature

for selection and action simultaneously. Using pressure can be an effective input method for
mobile devices. Varying levels of pressure can be used, for instance, to convert the case of letters
[39]. Miyaki andRekimoto proposed a singleanded Ul scheme to realize midtate input using

pressure sensirj@49].

Tapping on back of the device is also a popular method of mode switching. Sugimddtaroki
mounted a touchpad to the rear surface of a PDA and proposed a new uecbaligd
HybridTouch[197]. Similarly, Yang et al[230] designed a Du&burfacetechnique in which a
touchpad was mounted at the back of a PB#ck tapping has been used to trigger a continuous
mode in mobile devicdd75].
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Another technique used widely for mode switching in-pased devices is pressing and holding.

In this technique, the user holds the pen tip on the screen for predefined time, then mode switching
feedback is provided. The user can lift the pen tip to aghfrosn a menu item or move the pen tip

to draw a gesture on the screen. Tu ef28l1] designed a pressing and holding technique as per
method poposed by Li et al[126] and compared this technique to other mode switching
techniques such as praekansiprassng buttoaspop thendgvice. mheid e v i ¢
results show that back tapping offered the fastest performance among all techniques whereas
pressing andolding was significantly slower than other techniques. However, pressing and

holding resulted in fewemeors.

There are other methods explored by researchers for mode switchinghageshinterfaces. Bi

et al.[34] explored the use of pen rolling in pbased interaction and the task of mode switching.

Pen tilt[229] has also been employed to perform mode switching. Wang [@L&] designed a

text entry solution called Shrimp for mobile phone keypads and the systematic investigation of
this technigue shows that motion gesture can produce better mode switching for wo@timgut.
standardmethodused in perbased applicatiomnclude pressing the gtl us ds barr el b L
gesturing[127]. The barrel button alsactsas a right click equivalent found in computer mouse.
Before gesturing, users press the barrel button while the pen is in aimUstekeep it pressed

until drawing is started. The gesture mode is not disengaged even after a pen down event until the
pen up event or the barrel button is reled$@@]. Physical buttons on mobile devices can also be
used for initiating mode switching.

Time

Another way to enhance the expressivity of an intdoac technique without requiring extra
hardware is to use timBwell click [25], is a technique whh allowsindividualsto use a mouse

or other pointing device (e.g. joystick) without having to click buttons. Users simply hover their
cursor over an item on the screen for a predetermined time (known as dwell time) and this item
will be clicked.Dwell clicking can to control a computer by individuals who physically have no
other way of interacting with the compu{2b]. Use of dwell click and time has been found to be
more efficient and less fatiguing to the hand than traditional mouse cli@éihgrime is used in

acceleration functions for rateased controls to control activatitirough dwell timg36, 168]
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Time can alsde used as a dimension in gestural tnigehniques like Pressure Marks/0].
However, there are challenges with adding time as an input dimension to interaction technique.
Dwell time-basednteraction techniques implicitly removes some user control over the interaction
as the usemustwait for dwell timers to expire and acceleration functions to reach their peak
velocity. Midas touch is a problem with using dwell time in eye gaze systems as it may end in
inadvertent clicks when the user gazes at an object of interest for too long that they do not wish to
select{204]. A mode switching technique in pdrased devices called pressing and holfiria6]

uses the additional DoF of time andloesnotrequire any new inputapability butdoes require

the system to keep track of another fadia., how long the press has occurrethis is now

ubiquitous in the Android OS based devices using pen/stylus.

2.3 AUGMENTED TOUCH INPUT

Modern multitouch devices such as smartphones, Heeid tablets and digital tabletops support
a wide variety of interactions. The primary mode of interaction on tiegees is direct touch,
but other methods such pen or stylus are also common. In the following seatodgscuss

various methods researchers have used to augment the touch input.
2.3.1 Contact Area

The contact area is the area covered by the fimgéne speensurfacewhen it touches the screen.

Using the contact area the finger or thumb touching the screen has been proposed as an input
parameterWang et al.[213] present a solution that determines the orientation vector of the
touching finger relative to the touchscreen by using the shape of the contact area. They demonstrate
some use cases in which the finger orientation can be used to enhance the touch input capabilities.
The use cases include enhancing target acquisiticatjmgtand onscreen dial and identifying
inputs from two different userBenko et al[31] also proposed the use of contact area to simulate
pressure input on the tabletop devices. They introduced rocking and pressing gestures to define

various states, including a click event.

Modern mobile devices offer a rich set of miltiger interactionsuch as twdinger pinch gesture

for zooming. However, two hands are required to perform such gestures. A smartphone user on
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the go may have only single hand available for using the smartphone. A solution for single handed
smartphone use has been propdseBoring et al.[37]. Theyintroduced Fat Thumb interaction
techniquefor single handed use whi ch uses tdreaast fiotmnob fnsulatedo nt ac
pressure. They demonstrate that this additibodd can be used, for example,itdegratepanning

and zooming into a single interactioh.n e t h entadiabesals@ determines the mode.g.

panning with a small size, zooming with a large amieje thumb movement performs the selected
mode[37]. Potential use casese e.g. for zooming in and out when viewing images, the current

de facto pinch to zoom gesture requires-fuager interaction and hence, it is challenging to
accomplish using only the hand holding the dewvigeh et al[70] developed an eydsee text

entry interface for people with visual impairment which uses pspueksure detection algorithm

based on the finger touchdés contact area.
2.3.2 Contact Size andShape

Contact bape is the shape of the area in contact with the finger skin when the finger is in contact
with the touch screerContact shapes allow for disambiguation of different hand parts touching
the surfaceContact size is related to the shape of the touch; &heser touches the screen with
fingertip, it tends to producacircular shape and the pad of the finger produces oval shape. As,
the pad of the fingaiakes upmore area than fingertip, so the contact size of fingertip is smaller
than the pad of the fingelBoth capacitive and visiehased multtouch screens provide sensing

of the shape of the finger touahd contact size respectivgk6, 109] In Sphere, menus camly

be triggered with a fingeandplacing the palm on a menu item does not affg&tliL. Moscovich

uses the contasizeto allow for a subsequent selectioinall targets that were covered by a finger
[152]. SimPress, is a clicking technigwich uses the small contact s{zé&cular shapeproduced

by the fingertip to simulate a hover stdseeFigure 2.31 a) and the larger onéoval shape)
produced by the pad of the finger for selecting the tdegefFigure2.3.1 b) [31].
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Figure2.3.1: SimPress clicking technique: a). trackingy@n state. b). dragging (clicking) state.

Cao et al. in ShapeToucf#2] has utilized the contact shape on interactive surfaces to
manipulations of objects and interactors. It discriminates coarse contact shapes of the finger
againsthands for mode switchingzatThumb[37] alsousesthe contact shape for changing the

modes but differs from ShapeToupt2] as it only reliesonfingr ai ned variati ons

contact shapelhe contact size anghapecan also be used for increasing the selection accuracy

and input correction I n t he MicroRolls, the contact si ze
angle[177.Hol z et al . developed a new model <call ed
forimproving touch accuracy, hat consi ders the change in cont

moving from rolling the fingef95]. Wang et al. use the contact shape of the finger touch to

deer mi ne t hentafion2lg.er 6 s or i
2.3.3 Orientation

Orientation is a naturaburce of information for augmentatias it provides the direction in which

a user is pointing213]. Orientation of the finger touch can be providedttsy hardware of the

touch screen sensors or can be determined by the shape of the finger contact area on the screen
[213]. Finger orientation was firstly used by Malik et al. in the Visual Touchpad sy4t&8h

Thi s system utilized two color cameras mount ed
fingers. They employed computer vision methods to find the fingertips on a hand contour. The
hand contour is used to determine the finger orientation of eaghrfiMa | i k H38] al . 0s
approach is based on color images and a direct view on the handsamhtchsts withthe

prevalent multitouch sensing technologies employing infrared images and a bottom view on the

sensing surfacaBy leveragingextra hover information enabled by the DI technology Microsoft
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Surface detects full finger orientatiqa47]. Frustrated total internal reflectiorFTIR) is a

technology that makes touches on a glass surface visible to a camera bermathdb®lsing a

FTIR-based multtouch surface, Wang and Rg@l4l e x ami ned finger 6s dif
properties such as size, shape, width, length and orientation. In another research, Wgigkt al.
presented a simple algorithm f@nambiguoushdeteminingthef i nger 6s ori entati o
touch surfacedy considering the dynamics of the finger landing procés®y determine

orientation based on the contact areas covered by the finger touches. They fit and ellipse into the
contact shape and use the longdipse axis for determination of the finger orientation. They also
demonstrate with few use cases that finger orientation is a useful input property that can be

employed to enhance the user interactions.

However, thereare i mi t at i o n s [2l3happMaain.gThee algordhim.ugually detects a

wrong finger orientation if users touch the surface with the side face of the thumb. This happens
due to the center displacement of the contact area cobgriech e t h u m different somd e

the other fingersAlso, the center displacement while performing a sliding down gesture is

di fferent from the center di spl[86} @seesutsnof an
incorrectdetermination of finger orientatiodang et al. proposed an alternative approach called
ACountourtracko based on finger contour to fi:
as it shows the correct finger orientation evenincasese r e Wang et §b].LAOs app
simple and inexpensive way to accommodate finger orientation to augmentauattitabletop

interaction was conducted by Marquardt e{E39]. They used the Microsoft Surface tafld7]

and a ¢pve which was tagged with several fiduaizarkers. The tabletop system was able to detect

the markers along with their orientatiorheir system could determine finger orientation of each

finger and identify individual parts of the hand. However, weagioges is contrary to natural
interaction.Mayer et al. conducted systematic investigation of orientatiostrarght linesingle

stroketouch gestures and providgéneral design guidelines for interaction designers designing
gestures consisting of stghit lines Ther findings suggest that designers should avoid use of
orientations close to horizontal or vertical segments ofsthgle stroke gestures.The above
mentionedmethodshave achieved orientation tracking by using special hardware and that is

impractical forhandheld devicesuch as tablets and smartphanes
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Various researchers have studied the tracking of 3D orientation of finger touch and its effects on
touch interactions. Rogers et al[174] presented a foertracking system for touechased
interaction which can track 3D finger angle in addition to position. It usesrdewlution
conventional capacitive sensors atiérefore compensang for the inaccuracy due to pose
variation in conventional touch systse. They improved the accuracy in target acquisition using
inferred pitch and yaverientations,but theydo not reporthe comparison between real finger
orientations to the inferred onfs74]. Similarly, another project done by Xiao et [@28] which

used capacitive sensing determinetianly the pitch and yaw angles but also the roll angle. They
also presentedeveralexample applicationo demonstrate interactions on smart watches and
smartphones using 3D finger orientation informatointPosg¢114]is a prototype developed by

Kratz et al. that determines the finger pose information at the location bfusing ashortrange

depth sensor viewing the touch screen surfélcey developed an algorithm which can extract the
yaw and pitch angles from a point cloud gener :
touchscreen. Similarly, Mayer et fl42] also used depth cameras and PointPhk4] algorithm

to estimate the pitch and yaw for the finger.

Zhang et al[233] used a visiofbased system above a tabletop to determingdinerientation

of the fingers touching the tabletop screen. This information is furthdioyse machine learng
algorithm to predict the correct position of the user as they interact with the table stinigce.
reported the accuracy of user recognition but did not report the accuracy of orientation
measurementloltz et al.[95] employed the fingerprint scanner to increase the accuracy of touch
interaction. They analyzed the userds fingerryg
fingerprint examples, their system couider the yaw, pitch and roll angles. However, they did

not report the recognition rate of the angle information. Goguey 9%lstudied the effects of

finger pitch and roll orientation during atomic touch input actions such as tapambiatick on

for one setting (a flat tablet in front of the user). Their results indicate that for a given hand, the
ring, little and middle fingers are used in a similar manner whereas, the thumb uses different range
of orientations. Thewlso report thiaranges of orientation which a finger can perform tightens as
the tablet pitch increasg89]. In our study, we use only 2D orientation of the finger touch and it

is reported by the device itself and hence, we did not need enys&the above methodologies

to determine the finger touch orientation.
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