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ABSTRACT 

 

Touchscreen interactions are far less expressive than the range of touch that human hands are 

capable of - even considering technologies such as multi-touch and force-sensitive surfaces. 

Recently, some touchscreens have added the capability to sense the actual contact area of a finger 

on the touch surface, which provides additional degrees of freedom - the size and shape of the 

touch, and the finger's orientation. These additional sensory capabilities hold promise for 

increasing the expressiveness of touch interactions - but little is known about whether users can 

successfully use the new degrees of freedom. To provide this baseline information, we carried out 

a study with a finger-contact-sensing touchscreen, and asked participants to produce a range of 

touches and gestures with different shapes and orientations, with both one and two fingers. We 

found that people are able to reliably produce two touch shapes and three orientations across a 

wide range of touches and gestures - a result that was confirmed in another study that used the 

augmented touches for a screen lock application. 
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CHAPTER 1 

1 INTRODUCTION 

Touch-based interaction is a ubiquitous method of interaction with various forms of computing 

systems provided with multi-touch screens. One of the main reasons for touch-based input being 

popular is its inherently natural affordances [213].  Touch input allows users to directly manipulate 

the system without intermediary devices such as a mouse, keyboard or joystick. Even with the 

availability of input methods like pen/stylus and voice commands, touch input remains the primary 

mode of input on mobile devices such as smartphones. Several researchers have shown that direct-

touch displays offer benefits over other pointing devices like a mouse [59, 76, 150, 185, 226]. 

However, current multi-touch interaction designs are mainly based on a single point for each finger 

(i.e. x-y coordinate of each finger touch point), which does not make use of all the available 

information about the touch. 

When a user touches the screen with their finger, it creates a blob on the touch sensor, which 

detects the x-y coordinates of all the points covered on the screen by the finger touch and 

determines the center coordinates of this blob. This center point is typically used as the cursor 

position by the system. However, touch interfaces do not provide the expressiveness of other 

technologies such as mouse-and-keyboard systems. Mouse and keyboard systems allow 

augmentations on the 2D input, such as holding different mouse buttons or different keyboard 

keys, to add modes that multiply the capabilities of the 2D input (for example, using shift + click 

as a shortcut for a different mode). Mode-based augmentations such as these are uncommon in 

touch interfaces ï largely because there are no devices such as keyboards or mouse buttons 

available on touch devices such as smartphones and tablets. There are, however, other ways (such 

as the use of physical buttons, touch pressure sensing, interaction on the backside of the touch 

device, etc.) that these augmented modes could be expressed. 
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Touch-based gestures ï including single-finger taps, multi-finger taps, and movement-based 

touches ï are the most common way to interact with a touch screen and hence, it becomes 

important to have a large gesture set to accommodate commands in various applications. Gesture-

based interaction acts as a medium of communication between the user and the system. The gesture 

itself encodes the information that the user wants to communicate with the system. The system 

decodes the gesture into intended actions and acts upon it. One of the major challenges of HCI 

research is increasing the bandwidth of communication between users and the system. The 

expressive power or the capacity of the communication channel in gesture-based interactions 

depends on the number of different gestures supported and how they can express varying actions 

[11]. In other words, increasing the size of the available gesture set may increase the capacity of 

the communication channel which enables users to perform more functions. 

Various researchers have demonstrated the use of auxiliary information other than touch position 

coordinates to enhance the expressiveness of touch interactions. Some have used contact shape 

[42, 219], size of the finger contact region [31, 37] or finger contact orientation [213] to augment 

touch interactions. However, a combination of contact shape and orientation of the touch is yet to 

be explored in touch interaction research. Orientation is a natural source of information for 

augmentation as it provides the direction in which a user is pointing [213]. The orientation of the 

finger touch can be provided by the hardware of the touch screen sensors or can be determined by 

the shape of the finger contact area on the screen [213]. Contact shape is determined by the screen 

area touched by the finger and it depends upon the part of the finger touching the screen: the 

fingertip tends to be circular in shape whereas the pad and side of the finger tend to create oval 

shapes. 

This auxiliary information such as orientation and contact shape are not being used by interaction 

designers for touch-based hand-held devices which results in touch devices being less expressive 

than desktop systems. Therefore, to enhance the expressiveness of touch-based interactions such 

as taps and swipes, we present a novel augmented touch technique which provides an enhanced 

input vocabulary comprising of both one finger and two-finger touch actions which exploit 

additional touch information such as contact shape and orientation. This thesis carries out research 

to investigate the performance of our novel input vocabulary, determine which contact shapes and 
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orientations people can reliably produce and determine their usability and learnability in a realistic 

task. 

1.1 PROBLEM  

The problem addressed in this thesis is that touch screen interactions are not expressive enough to 

support rich user interactions, whereas, keyboard and mouse-based systems have several 

possibilities for augmentation. There are various potential ways to achieve performance efficiency 

and large input vocabulary on any graphical user interface, but we focus our investigation on the 

use of direct-touch input methods [17] and multiple-finger input [41].  

Current touch screens primarily track only the x-y coordinates of touch points. This gives a user 

reduced control over the interaction as the user must do more steps to manipulate an object on 

touch screens. On desktop systems, there are multiple input modalities such as mouse and 

keyboard and hence, complex commands can be issued quickly. For example, selecting, copying 

and pasting text takes less effort and time on desktop computers than touch-based systems, because 

desktop PCs allow the use of shortcuts and modifiers such as shift-clicking and control-dragging. 

This makes touch-based systems less productive. Touch based GUIs employ menus and buttons 

to arrange and issue commands. One solution to the problem is to use more screen space to display 

many commands. However, due to the small size of the mobile deviceôs screen, there is a limit to 

the size of the command set it can support. There are several possible directions to allow 

augmentation of the 2D touch input and reduce dependence on the GUI elements such as menus 

and buttons. 

In this research, we add additional degrees of freedom (DoF) to traditional touch actions such as 

tap and swipe. DoF, in the context of gestural interaction means the number of parameters that 

may vary independently. The number of DoF is equal to the total number of independent aspects 

of motion. For example, a touch point can control the x and y position of an object which results 

in 2DoF. Similarly, when sensing the location of two fingers, there are 4DoF. Another example is 

that a touch point can have finger pressure and time of contact with the screen as two different 

DoF with multiple levels. A main goal of this work is to leverage the additional finger properties 
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of contact shape and orientation to augment the traditional gestures and investigate whether people 

can successfully use these additional DoF. 

1.2 SOLUTION  

The solution presented in this thesis is addition of two DoF to traditional touch actions such as tap, 

swipe and finger rotation to create a novel input vocabulary for touch-based devices. Our new 

input vocabulary is a set of eight different augmented touches, which are primarily based on 

traditional touch actions already in use. 

1.3 STEPS IN THE SOLUTION  

There were four main steps in the research: 

1.3.1 Contact Shape and Orientation Detection 

Before we investigated adding additional DoF, our first task was to find out if contact shape and 

orientation of the finger could be extracted from the touch sensor. We found that MotionEvent 

API [8] of the Android platform provides orientation of the finger touch and lengths of major and 

minor axes of the ellipse formed by finger touch which can used to determine the contact shape. 

Contact area is another finger property which can be used to augment touch actions; however, we 

do not use it in our approach. Contact area is the area covered by the finger screen while in contact 

with the screen. Prior investigations of finger input properties [214], provides an evidence that 

contact area of vertical touch (touch with tip of finger) and oblique touch (touch with pad of the 

finger) are significantly different. We do not use contact area as an input dimension because area 

is not reliable enough to identify the contact shape or whether it is vertical or oblique touch. A 

large contact area can also result from pressing harder in a vertical touch. Hence, we use contact 

shape as an additional DoF instead of contact area. 

Our next step was to find out an Android OS based device which could provide this information. 

After trying many Android OS based touch screen devices, we found Samsung Nexus 10 tablet 
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which provides the finger touch orientation and lengths of minor and major axes of the ellipse 

formed by the finger touch. 

1.3.2 Development of the Input Vocabulary 

We present the novel input vocabulary in Chapter Three, consisting of eight augmented touch 

actions using two additional DoF (contact shape and orientation). These touch actions are based 

on traditional touch actions such as tap, swipe and rotate. Our novel input vocabulary was 

implemented for Android OS based hand-held touch tablet and was evaluated in controlled 

experiments. 

1.3.3 Development of the system for baseline information 

Before the interaction designers augment the touch interactions with contact shape and orientation, 

it is required to know which contact shapes and orientations can be produced by human users 

reliably. We developed an Android application which records the lengths of major and minor axes 

of the ellipse formed by the finger touch along with its orientation. In Chapter 4, we present study 

1 (touch action replication study) in which participants produced touch actions from our novel 

input vocabulary with multiple variations of contact shapes and orientations using the above-

mentioned Android application. This provided us the baseline information about the contact shapes 

and orientations which humans can produce reliably. 

1.3.4 Development of the system for learnability  and usability test 

To find out the learnability of touch actions of our input vocabulary and usability of augmented 

touch actions in a realistic task, we developed two systems which are memory test (see Chapter 5) 

and screen lock application (see Chapter 6). In the Memory test, we associated a command name 

with each of the touch action from our input vocabulary. Participants learn these associations and 

perform the touch actions when commands are shown on screen without any feedback about its 

correctness. We developed an Android application for Memory test which records the lengths of 

major and minor axes of the ellipse formed by the finger touch along with its orientation. We 

validate the touch actions produced by participants for accuracy against the baseline information 

(about the contact shape and orientation) which we gathered from study 1 (touch action replication 

study, see Chapter 4). In study 3, (screen lock application study, see Chapter 6), we developed an 
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Android application for locking and unlocking the deviceôs home screen. It uses pattern lock 

mechanism. To lock and unlock the screen, participants were required to perform a touch action 

with a particular contact shape and orientation. Like memory test, we used the baseline information 

from touch action replication study (see Chapter 4) to validate lock and unlock actions performed 

by participants. 

1.4 EVALUATION  

1.4.1 Questions of performance, learnability  and usability 

To provide evidence that augmenting touch actions with additional DoF such as contact shape and 

orientation information can help achieve better expressiveness in touch interactions, we addressed 

the following questions: 

¶ Which contact shapes and orientations can be produced reliably? 

¶ What should be the criterion to differentiate between various contact shapes (oval, narrow 

oval and circle)? 

¶ Is our novel input vocabulary easy to learn? 

¶ How do participants perform with contact shapes and orientations in a realistic task? 

To find out the baseline information regarding the which contact shapes and orientations can be 

produced reliably by human users, we carried out an empirical study (touch action replication 

study, Chapter 4). To establish evidence for memorability and learnability of touch actions in our 

input vocabulary, we carried out an empirical study called memory test (see Chapter 5) and third 

empirical study (Chapter 6) as an evidence of learnability of touch actions involving contact shape 

and orientation as additional DoF in a realistic task. 

The evaluation processes that we followed in our experiments are as follows: 
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¶ Before designing touch interactions with our input vocabulary, the designers need to know 

which contact shapes and orientations can be reliably produced by the human users. For 

this goal, an empirical study (Study 1) was done in which participants performed series of 

touch actions from our input vocabulary. As a result of this study, we establish the baseline 

information about the different contact shapes and orientations which participants could 

produce reliably. 

¶ In the Memory test (Study 2), we asked participants to perform a series of touch actions 

taken from our novel input vocabulary in two different stages. Popular 

applications/commands like Camera, Facebook were associated with different touch 

actions. In stage 1, participants could refer to cheat sheet carrying the touch actions and 

names of associated applications/commands. Stage 2 was blind as they did not have cheat 

sheet. However, there was no feedback about correctness of the gesture at any stage. Our 

goal to find out what happens to gesture retrieval from memory in blind stage. 

¶ In another study called Screen Lock Application study (study 3), participants performed 

gestures in a realistic task which had contact shape and orientation as additional DoF. This 

experiment had two different stages. Stage 1 had feedback where participants could see the 

contact shape, orientation and single-stroke pattern created by them in real time whereas 

in stage 2 there was no feedback. However, there was no feedback about correctness of the 

pattern drawn at any stage. 

¶ Subjective responses were also taken after Study 1 and evaluated for each of the touch 

actions from our input vocabulary in the studies. Participants completed ease and ability 

questionnaire and provided comments about our input vocabulary. 

1.5 CONTRIBUTIONS  

There are four primary contributions presented in this thesis. 

¶ First, we show that additional finger properties such as contact shape and orientation of the 

finger touch can used as additional DoF in augmenting the touch interactions. 
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¶ Second, we provide the baseline information for touch interaction designers about the 

contact shapes and orientations which can be produced reliably by human users. 

¶ Third, we provide our novel input vocabulary for touch screens consisting of eight touch 

actions. 

¶ Fourth, we provide empirical evidence that human users can learn touch actions of our 

input vocabulary, and the contact shapes and orientations baselined in Study 1 can be 

produced reliably in a realistic task. 

Secondary contributions of this thesis are the set of design principles developed for designers of 

touch interactions using contact shape and orientation, reasons for participant preferences, method 

for detecting contact shape and orientation of a finger touch. 

1.6 THESIS OUTLINE  

This thesis is organized into several chapters. Chapter Two presents a survey of related research, 

and techniques for augmenting input which form the foundation for the research presented here. 

First, we discuss history of touch input, its challenges, touch actions (tap and swipe). Second, we 

discuss several strategies that been applied to augment input in traditional devices such as mouse 

and keyboard. We also discuss other kinds of input to computing system such as eye gaze, voice, 

time, etc. Finally, we describe and discuss various additional hand and finger touch properties used 

to augment touch input. We also discuss other techniques used to augment touch input such as 

back of device interaction, interaction above the screen, use of pen/stylus. 

In Chapter Three we set out the basic idea of using contact shape and orientation as additional DoF 

to augment touch actions for enhancing the expressivity of input on touch-based handheld tablets. 

We define several finger properties such as contact area, contact shape, orientation and pressure. 

We provide the rationale behind using only the contact shape and orientation. The technique to 

detect the contact shape and orientation is presented and based on this two information we 

developed a novel input vocabulary which comprised of eight augmented touch actions. Using the 
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novel input vocabulary, we motivate our research into enhancing the expressivity of touch input 

by augmenting touch actions using contact shape and orientation. 

Chapter Four presents our work to determine the granularity at which a system can recognize 

contact shape and orientation with high accuracy. We present study 1 (touch action replication 

study), a user study carried to determine which contact shapes and orientations can be produced 

reliably by the participants. We present the results of this study and their implications are 

discussed. 

Chapter Five presents our work to investigate the learnability and memorability of our novel input 

vocabulary. We created study 2 (memory test study) in which participants learned the associations 

of command names and touch actions and performed the required touch actions when command 

names were shown as command stimulus. We present the results of this study and implications are 

discussed. 

Chapter Six presents our work to investigate the use of contact shape and orientation in a realistic 

task. We created study three (screen lock application study) in which participants performed 

variations of a single-stroke circle gestures in an application which can be used to lock and unlock 

the screen. We present the results of this study and implications are discussed. 

Chapter seven presents a discussion of the most important results from Chapters Three to Six. 

Some higher-level implications of our findings, their explanations, design guidelines, use cases 

and limitations of our overall work are addressed. 

Finally, Chapter Eight summarizes the research presented in this thesis. It discusses the main 

contributions of our work and highlights the avenues of future work revealed as a result of this 

thesis. 
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CHAPTER 2 

2 RELATED WORK 

Our exploration into the use of additional degrees of freedom such as contact shape and orientation 

for augmenting touch interactions was influenced by three areas of previous related literature: 

touch input, augmented input and augmented touch input. 

2.1 TOUCH INPUT 

A touchscreen interface is a device that performs both input (touch input) and output (display) 

functions. The screen displays a GUI, and a userôs finger touch is interpreted as an input or 

interaction with the device and displays the response accordingly. In the following section, we 

discuss a brief history of mobile touch input, describe challenges in touch input, provide a 

classification of touch actions and discuss their features, shortcomings, and techniques used to 

enhance their expressivity on touch screen devices. 

2.1.1 History of Touch Input  

The first finger-driven touchscreen was invented by Eric Johnson in 1965 [104] (see Figure 2.1.1) 

and was first used in the European Council for Nuclear Research (CERN) particle accelerator in 

1976 [30]. Touchscreens were in commercial production by Hewlett-Packard in 1983 [96]. The 

earliest adoption of touch based interactions was on touch-tablets that were input sensing devices 

separated from the screens which would display the output [87]. Often these tablets employed the 

relative pointing with a cursor on the display just like keyboards and mice. Although touch tablets 

such as Wacom tablets [210] are still available for commercial use, but they are far outnumbered 

today by touch screen devices whose input and output surfaces are collocated. Hence, today, the 

direct-touch interfaces on touch screen devices mostly operate without a cursor in absolute 

positioning mode.  
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The mobile touchscreens history can be divided into two eras in the adoption of touchscreens: pre- 

and post-iPhone. In the pre-iPhone era, touchscreens were used in personal devices from 1993 to 

2006. Touch screens were predominantly used in Personal Digital Assistant Devices (PDA) such 

as Microsoft Pocket PC and Palm Pilot. These PDAs devices had mostly stylus-driven interfaces 

because their touch screens were based on resistive touchscreen technology, which requires 

physical pressure on the screen to register a touch event. 

 

Figure 2.1.1: Brief history of the touchscreen technology. Adapted from [66, 153]. 

One of the prominent the pre-iPhone era device was Appleôs Newton Message Pad PDA (see  

Figure 2.1.2 Left) which was commercially released in 1993 by Apple Inc. [15]. It was touch based 

device which used a stylus to operate and was the first device to feature handwriting recognition. 

Another competing PDA platform PalmPilot (see  Figure 2.1.2 Right) was commercially launched 

by Palm [218] in 1992 which eventually reduced the market share of Apple Newton [15] also used 

stylus and could do handwriting recognition. 
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 Figure 2.1.2: Pre-iPhone era devices with touchscreen interfaces. Left: Apple Newton Message 

Pad launched in 1993 [173]. Right: PalmPilot launched in 1992 [162]. 

There are several different methods employed by touchscreen technologies for sensing touch such 

as resistive, surface acoustic wave, capacitive, infrared grid, optical imaging, etc. During pre-

iPhone era, most of the popular touch screen mobile phones used resistive touch technology. One 

such mobile phone was Nokia 7710 (see Figure 2.1.3) launched in 2004 [158]. A resistive 

touchscreen panel comprises several thin layers and the most important of which are two 

transparent electrically resistive layers which face each other and have a thin gap between them. 

When an object, such as fingertip or stylus, presses down onto the outer surface, the two layers 

touch to become connected at that point. The position of pressure on the screen is detected as touch 

point by the system [199]. The pre-iPhone era devices had capabilities beyond the basic level of 

touchscreen interaction and allowed finger usage but still the touch gestures were mostly limited 

to finger tap and stylus touch. 
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Figure 2.1.3: Nokia 7710 launched in 2004; it used resistive touchscreen technology [158]. 

A capacitive touch screen panel consists of an insulator, such as glass, coated with a 

transparent conductor, such as indium tin oxide. As the human body is also an electrical conductor, 

touching the screenôs surface results in a distortion of the screenôs electrostatic field which is 

measured as a change in capacitance [199]. With the introduction of first Apple iPhone in 2007, 

capacitive touch became dominant in hand-held mobile devices replacing resistive touch 

technology in most touch-based devices. The capacitive touch screen unlike resistive ones does 

not require certain amount of pressure to be applied on screenôs surface which results in quick 

touch input. The first generation iPhone GUI included five touchscreen gestures in its vocabulary; 

single tap, swipe, drag and drop, pinch to zoom and double tap [53]. This capability of capacitive 

screens supporting responsive touch and various gestures provided opportunity to mobile 

touchscreen interaction designers to create novel GUIs and interactions as the touch user interface 

supported more touch actions than available in the pre-iPhone era. 

2.1.2 Touch Input Challenges 

Today touch input is the most popular method on hand-held devices such as smartphones and 

tablets as it allows users to directly manipulate the system without intermediary devices such as 

https://en.wikipedia.org/wiki/Insulator_(electrical)
https://en.wikipedia.org/wiki/Glass
https://en.wikipedia.org/wiki/Electrical_conductor
https://en.wikipedia.org/wiki/Indium_tin_oxide
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mouse, keyboard and joystick. However, using the finger in direct-touch interfaces raises various 

challenges. One such challenge is fat-finger problem [191] which makes the selection of small 

targets difficult and error-prone due to userôs relatively large fingertips. Another related issue is 

occlusion problem, in which the userôs finger or hand occludes the objects beneath it [208].  

Researchers have proposed various methods to improve target acquisition and avoid occlusion 

problems on touch surfaces. Parhi et al. [163] report an optimum target size of 9.6 mm for minimal 

error rates for thumb-based interaction with handheld touch screen devices. Offset cursors [166] 

is a technique in which a cursor appears slightly above the place where finger touches the screen, 

users drag the cursor to select an object and validate the selection by lifting their finger up. 

However, offset cursor does not cover the entire extent of the screen. This problem was solved 

using Shift [207] technique which reveals the occluded screen content in a callout displayed above 

the finger along with a pointer representing the selection point of the finger. There is another 

similar technique called TapTap [176] which outperformed Shift in target selection accuracy. In 

this technique a selection is done in two steps. First tap allows the user to define an area of interest 

on the screen and this area is magnified and displayed as a popup on the screen, and with the 

second tap user selects the desired target inside the popup. Albinsson and Zhai [5] proposed two 

techniques Cross-Keys and Precision Handle that allow users to precisely point at single pixels 

avoiding zooming, as zoom does not maintain the complete view of the entire area of interest. For 

one handed input, Karlson and Bederson [108] proposed a software based interaction technique 

called ThumbSpace for accurate selection for small and far targets. Another approaches to solve 

finger occlusion involves finger interaction on back of the devices (discussed in Section 2.2.2). 

Apart from the above-mentioned issues, another major issue in touch-based interaction for mobile 

devices is limited expressive abilities of touch input. We discuss this problem and solutions later 

in Section 2.3. 

2.1.3 Touch Actions 

A touch screen gesture is a 2D movement trajectory of a userôs finger or stylus contact point with 

a touch sensitive surface [232]. Each gesture has input dimensions. A simple tap has one input 

dimension which is touch point position on screen (x-y coordinates). The number of input 

dimensions are dependent on degrees of freedom (DoF) involved. A user can control the x and y 
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position of simple tap action on the screen and it results in 2DoF. If we introduce additional DoF 

such as contact time, the number of input dimensions increases. Now, along with x and y position, 

the user must control the time duration of touch as well. The expressive power of gestures can be 

enhanced by adding additional DoF as it may help in enhancing the amount of distinct information 

it conveys to the touchscreen. For example, a simple tap can have other DoF apart from 2D 

information (x-y coordinates), such as contact shape, area or finger orientation of the finger-touch 

point. In this way, the same tap gesture can perform varying actions depending upon additional 

DoF such as contact shape, area or orientation [31, 37, 42, 213, 219]. 

The most common input dimensions of traditional touch screen gestures are number of strokes, 

the stroke length, and the number of touch points on the screen. A simple tap action lacks the 

stroke action or movement of finger on the screen surface. Whereas touch actions such as swipe 

or flick which comprise of single stroke are also known as single-stroke touch actions (see Figure 

2.1.4). 

 

Figure 2.1.4: Touch gesture classification based on number of strokes. Left: Tap action. Right: 

single-stroke gestures. 

In this thesis, we introduce additional DoF (contact shape and orientation) to two types of touch 

actions; simple tap and single-stroke touch actions such as swipe and rotation to create our novel 

input vocabulary. In following two sections, we present previous research done on features and 

shortcomings of both simple tap actions and single-stroke actions and various approaches taken 

by researches to improve their expressive power. 
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Tap Action 

A simple tap action can be interpreted in different ways depending upon which graphical object it 

points to. They are used to manipulate graphical objects such as menus, buttons, icons and toolbars 

or issue a command. Although it may seem that tap actions are limited to acquiring graphical 

objects on the screen but the researchers have used tap actions in menu techniques such as FastTap 

[74] to provide faster command selection. The expressive ability of tap gestures is related to how 

many graphical objects can be fit into the screen and how easy it is to point at them. Usually GUIs 

on hand-held touch devices offer small menus and toolbars which may provide quick access to 

common items but for larger command sets, users may be required to do extensive visual search 

through hierarchical menus and various tap operations to reach desired item [160]. 

GUI designers can add more GUI elements such as buttons, menus and toolbars to accommodate 

large command set on touch interfaces. However, due to limited display size of mobile devices, 

there is a limit to the number of GUI elements that can be accommodated on the screen. One 

solution to this problem is the use of other information such as duration (short tap, long tap), or 

touch finger properties such as orientation and pressure to augment the touch input for different 

commands. One example is iPhone 6s, which introduced built-in pressure sensor that provides 

capability of 3D touch [1]. It has three levels of pressure: light, normal and deep press and different 

level of pressure can be used to invoke different actions. We explain the previous research work 

which involves use of these additional finger touch properties to improve expressive power of 

touch input later in Section 2.3 Augmented Touch Input. 

One of the main uses of tap actions in GUIs is to press buttons or icons. As interface designers 

want to support large command sets it is very important to understand the limits of recognizability 

of buttons/icons as they get smaller. Previous literature suggests that for buttons to work well with 

fingers, the button size needs to be larger than 22 mm in width [71, 123]. The average width of the 

index finger and the thumb for adult men are 18.2 mm and 22.9 mm respectively and women 15.5 

mm and 19.1 mm respectively [97]. Lee and Zhai did a study which showed that users are able to 

tap on buttons even if  their size is smaller than the average finger width [122]. Smaller buttons or 

icons means that the interface can support from large command sets on display. However, smaller 

buttons and icons require more effort and precision by user for correct command execution. Fittsô 
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law [62] is a predictive model used in HCI as a strong predictor of pointing performance. However, 

it has been inadequate in modelling small-target acquisition with touch-based input on screens [3, 

45]. Bi et al. proposed FFittsô Law [33] which is an extension of Fittsô law and is more accurate 

than Fittsô law in predicting a finger touch input. 

A few researchers have explored multi finger tap (multi-touch) to augment tap action which 

enhances the expressive power of tap actions for faster command selection on touch surfaces. 

FastTap [75] (see Figure 2.1.5) is one such menu interface which uses entire screen to display a 

spatially stable grid of commands which is hidden by default. Novice users press the activation 

button using thumb to show the grid, visually search for the commands they need and then select 

a command. However, expert users can select a command with a single chorded tap using the 

thumb and the forefinger removing the need to wait for grid to appear and display the commands. 

 

Figure 2.1.5: FastTap selection: (Left) Default state of FastTap interface, (Center) Visual search 

by novice user, (Right) Rapid command selection by expert user without waiting for commands 

to appear [75]. 

HandMark [202] (see Figure 2.1.6) menus is a bimanual (i.e., using both hands) command 

selection technique which uses peopleôs hands as a landmarking technique for command selection 

where commands are placed between a userôs spread out fingers of one hand. Each finger presents 

a different command set. Novice users wait for grid with commands to appear and as they practice 

command selection, they remember the landmarks and transit into expert mode, and then they 
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execute chorded action with finger of hand used to display command set and finger from another 

hand to select the command without waiting for commands to appear. 

 

Figure 2.1.6: HandMark Menus. From left, 1: HandMark-Finger (novice mode). 2: HandMark-

Finger chorded selection (expert mode), 3: HandMark-Multi (novice mode), 4: HandMark-Multi 

chorded selection (expert mode) [203]. 

 

Figure 2.1.7: Finger count menu: A bimanual interaction technique for faster command selection. 

Bailly et al. [20] introduced finger-count menu technique which uses bimanual interaction for 

faster command selection on touch tables. In this technique, a user can invoke one of the menus 

from the toolbar using corresponding number of fingers from non-dominant hand and a command 
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from that menu can be selected by touching down a specific number of fingers from the dominant 

hand (see Figure 2.1.7). 

Since, single-stroke gestures have more input dimensions than simple tap, there is more 

opportunity to increase their expressive power, relative to simple tap. 

Single-Stroke Action 

A single-stroke touch action involves a finger stroke on the screen covering several x, y points 

over time. For example, one-finger or two-finger swipe to scroll and one-finger flick come under 

this category. Unlike tap action which mainly acts on graphical objects, single-stroke actions can 

be drawn anywhere on the screen, hence they do not take a lot of valuable screen real estate [13]. 

Instead of doing discrete tap actions to traverse through a menu to locate an item, the user can 

execute a single-stroke action as a command shortcut in one step which can support rapid 

command execution. As they are not dependent on graphical objects, single-stroke actions can 

support larger gesture set relative to simple tap which in turn can help interface designers to support 

larger command sets. Most of the touch gestures which involve strokes (movement of the finger 

over the screen) use single-stroke touch actions such as swipe or flick . Hence, it is important to 

discuss the issues related to stroke gestures made up of single-stroke actions such as swipe action. 

One of the major uses of stroke gestures is in command shortcuts on touch interfaces. As more 

gesture shortcuts are available in an interface, the more difficult it may become for the system to 

recognize the gesture input and users to recall the shape of gesture shortcut [232]. Thus, the gesture 

should be unique so that it is easier for a system to recognize the gesture. Increasing complexity 

in gesture shortcuts such as different gesture shapes, using additional finger properties (contact 

shape, orientation, pressure), multi-touch, etc. can help systems to recognize a larger number of 

gestures and help users in gesture recall [13]. 

GUI designers always strive to develop interfaces which require minimum user effort and tap 

gestures fulfil that goal as the users can locate graphical objects visually. Performing gestures 

made up of single-stroke actions as command shortcuts in an interface may require users to put 

more effort relative to tap action initially as they must retrieve the mapping of gesture and 

command from their memory. However, previous research shows that increasing the mental effort 

of interaction can help users remember spatial patterns better than sequential patterns as they can 
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develop spatial memory for both locations and trajectory of gestures [51]. Using gesture shortcuts 

for command execution has been shown to be more effective than using keyboard shortcuts. Appert 

and Zhai [13] compared the performance and ease of learning of stroke shortcuts in comparison to 

keyboard shortcuts. Users could recall more stroke shortcuts and produced fewer errors with stroke 

shortcuts than with keyboard shortcuts even though both type of shortcuts were performed after 

same amount of practice. Stroke gestures were found to be easier to learn and recall due to their 

spatial properties and iconic properties. Memory-based command selection techniques are 

dependent on human memory which can be divided into declarative and procedural memory [67]. 

Novice users use declarative memory also called explicit memory which refers to those memories 

which can be consciously recalled whereas expert users use procedural memory, it is unconscious 

and implicit as no explicit effort is required to recall memories. Hence, well designed gesture 

shortcuts can be provided for touch interfaces which help users to become experts and perform 

rapid command selection.  

 

Figure 2.1.8: Marking Menu command selection mechanism: (a) Novice Method-Visual Search 

and (b) Expert Method using recall from memory [118]. 

Researchers have developed various interfaces to for efficient and faster command selection using 

single-stroke touch actions such as swipe and flick. One of the prominent examples is Marking 

Menu [118], which is one of the alternatives to hierarchical linear menus and contains a contextual 

circular menu that allow expert users to traverse the radial menu via directional strokes allowing 
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rapid command selection (see Figure 2.1.8). However, the number of items which can appear at 

each hierarchical level are limited. It can be extended in order to accommodate larger command 

set by making it hierarchical [236]. Another technique to extend marking menu is the use of 

Augmented Letters [178], in which gestures consist of the initial of command names drawn in 

single-stroke style which invokes the Marking Menu. FlowMenu [73] is a command entry system 

for pen-based inputs and an extension of hierarchical marking menu which is used to select an 

item and then do parameter entry for that item. For example, a user can select a zoom command 

and when sub-menus appear, user can enter the sub menu for zoom value and provide the value. 

Li [125] examined real world deployment of Gesture Search tool (see Figure 2.1.9) with mobile 

phone users which showed that single-stroke gesture shortcuts successfully provide rapid and easy 

access to various items in mobile phone such as contacts, bookmarks and application etc. their day 

to day lives. 

 

Figure 2.1.9: Gesture Search tool provides users quick access to items in mobile phones by 

drawing gesture shortcuts. 

To summarize researchers have used various techniques such as memory-based techniques 

(gestures) [17, 120, 131], hotkeys [136], spatial locations [50, 74, 183] and multi-touch chorded 

actions [68] to improve expressiveness of interaction with devices. However, there is still a gap 
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between the capabilities of touch screen devices, kinesthetic abilities of users and input vocabulary 

for touch devices. One method with great potential is to use of additional finger properties [31, 37, 

42, 213, 219] as additional input dimensions to augment the touch actions. In this thesis, we used 

contact shape and orientation of the finger touch to develop novel input vocabulary of augmented 

touch actions. 

Multi -Stroke Action 

A multi-stroke touch action involves multiple finger strokes on the screen covering several x, y 

points over time. For example, pinch-to-zoom and two-finger rotate are commonly used touch 

actions which come under this category. Pinch-to-zoom is a two-finger action used to change the 

size of objects or content onscreen (see Figure 2.1.10). For example, map views use pinch actions 

to change the zoom level of the map. Pinch-to-zoom is performed by placing two fingers on the 

surface, typically thumb and index finger of the dominant hand and then pinching them together 

(zoom out) or spreading them apart (zoom in). The standard implementation of pinch-to-zoom sets 

the document/map zoom level according to the change in distance between these two simultaneous 

touch points [85, 200]. The two-finger pinch-to-zoom has been the standard technique for multi-

scale navigation for long. Buxton in his essay on multi-touch systems, traces the early use of pinch-

to-zoom to the early 1980s [153]. Krueger's Videoplace supported the use of a two-finger pinch 

action to scale and transfer objects as early as 1983 [115]. Wellnerôs Digital Desk video from 1991 

clearly demonstrates various multi-touch concepts such as two-finger scaling and translation of 

graphical objects using a pinch action [217]. Kurtenbach et al. demonstrated the use of pinch-to-

zoom to zoom and rotate the artwork [117]. Hinckley et al. used a similar pinch action in 1998 to 

zoom and pan around the center of two contact points for map navigation [85]. 

 

Figure 2.1.10: Pinch-to-zoom action. Touch surface with thumb and index fingers and bring 

them closer together to zoom out and move them apart to zoom in document/map. 
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Hoggan et al. [93] examine the mechanics of pinch-to-zoom action, identifying the factors that 

affect performance such as direction, distance, angle and position. They also provide insight into 

which hand postures and positions are the easiest for users to achieve, and further provide 

significant insights for designers. One prominent problem that emerges with pinch-to-zoom is that 

sometimes a target resolution cannot be achieved in a single pinch or spread, and multiple 

successive actions are required. In this context, making a series of repeated pinch or spread actions 

to achieve a target is called clutching. Although interacting at multiple zoom levels can be useful 

to its users but it can be inefficient due to the need to repeatedly clutch [121, 156]. Also, with 

repeated zooming, finger occlusion can make it difficult to keep track of the underlying target area. 

DTLens [63] and Cyclostar [137] eliminated this problem by supporting the zoom functionality 

without clutching. Avery et. al introduced an enhanced zooming technique called Pinch-to-Zoom-

Plus [16] that reduced the clutching and panning operations compared to standard pinch-to-zoom 

behavior. Apart from occlusion problem, pinch-to-zoom also inherits the precision problem. The 

lack of precision means that selecting the intended target is difficult, so successive attempts must 

be done. The scaling operations are centered on the point of contact, and hence, the area of interest 

will be occluded during target selection and remain occluded even after the zoom action. Hence, 

the users performing a pinch-to-zoom action are often required to zoom, and then perform a 

corrective pan to reposition the target so that it is visible. A few researchers have focused on 

eliminating these issues specifically during zooming and scaling. Albinsson and Zhai introduced 

Zoom-Pointing technique [5], a bimanual technique in which the user draws a bounding box to 

define a persistent zoom area. This technique allows the users to specifically delineate the content 

they want to see onscreen, which removes the need to perform corrective pan after zoom action. 

However, it is designed to work with a fixed resolution and does not support dynamic scaling. 

DTLens [63] is similar to Zoom-Pointing technique, but adds controls for minimizing, closing or 

annotating the enlarged viewport. It allows users to save and restore the zoom levels. 

Two-finger rotate action is defined as a radial motion of the thumb and index finger around a fixed 

point (see Figure 2.1.11). Rotational gestures are commonly used to manipulate objects onscreen. 

For example, you might use them to rotate a view or update the value of a custom control. 
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Figure 2.1.11: Two-finger rotate action. Touch surface with thumb and index finger and move 

them in a clockwise or counterclockwise direction to rotate the view. 

Several research projects have proposed different multi-finger touch actions including rotation, for 

use with multi-touch displays [77, 116]. Buxton in his essay on multi-touch systems, traces the 

early use of two-finger rotate action to early 2000s [153]. Wu and Balakrishnan describe the use 

of a rotation widget that allows users to manipulate the orientation of an object using a two-point 

action with the thumb and index finger [226]. A few researchers have examined the usability and 

performance of rotation actions in comparison to other techniques. Hancock et al. [77] presented 

a comparison of different multi-touch techniques with a focus on the input and output DoF, while 

Kruger et al. [116] investigated the speed and accuracy of traditional rotational actions in 

comparison to RotateôN Translate. Zhao et al. [234] used the combination of Mahalanobis distance 

metric and Fittsôs law to create a model of movement time for translation, scaling and rotation. 

The model shows a linear relationship between movement time and their model. However, in all 

these studies, the participants in the experiments used the combination of various type of touch 

actions. This means it is difficult to isolate the performance of rotations. 

Typically, the researchers examine touch gestures with respect to their speed, accuracy and DoF 

involved. However, there are other important factors too such as ergonomics. Muscovich and 

Hughes [151] found out in their study that it can be difficult to complete large rotations without 

positioning the hand in an awkward manner. This is because of the physical limitations of finger 

and writs movement. The average dominant wrist extensor muscle activity has been shown to be 

higher for gestures that employ two fingers as opposed to one [130]. Hogan et al. evaluated the 

usability of two-finger rotation actions by measuring usersô biomechanical ability to perform 

rotations. They also determine the factors affecting the performance and ergonomics of rotation 

actions. Their study found the effects of the angle, direction, rotation diameter and position on 
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participantsô performance of two-finger rotation actions. Son and Lee proposed FingerSkate [193] 

rotation technique to reduce the effects of musculoskeletal constraints. In this technique, the user 

first performs a normal two-finger rotate action and then can continue the operation without having 

to maintain both fingers on the screen. Nguyen and Kipp [157] studied the orientation (direction 

in which rotation occurs; clockwise or counterclockwise) factor in translation and rotation of 

objects with two fingers. The results of their study show that right-oriented movements were faster 

and easier than left-oriented ones. Movement combinations in different directions (translation 

right, rotation left, and vice versa) are more tiresome compared to equidirectional combinations. 

2.2 AUGMENTED INPUT  

An input device is a piece of computer hardware which is used to transmit data and signals to an 

information processing system such as desktop computer, mobile phone, etc. One of the primary 

goals of HCI researchers is to broaden the communication channel between the user and the input 

devices. Addition of physical buttons to a device, addition of tactile or haptic feedback or inclusion 

of additional DoF to any device or GUI based interaction technique is called augmenting input 

capacities of the system.  In this section, we discuss various augmentations done in two most used 

computer peripherals such as mouse, keyboard and other interactions such as gaze, voice, etc. 

2.2.1 Mouse 

A computer mouse is a hand-held pointing device that detects 2D motion relative to a surface [55]. 

The motion of mouse is usually translated into the motion of a pointer on the monitorôs screen and 

it allows the manipulation of the GUI elements such as selecting a file, moving a file, etc. A typical 

mouse consists of two buttons and a scroll wheel (see Figure 2.2.1). 
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Figure 2.2.1: Computer mouse: two buttons (left and right) and a scroll wheel [55]. 

The desktop computer interactions on latest Windows 10 and Appleôs macOS 10.15 Catalina still 

look and act like Xerox Star [32], following the direct-manipulation paradigm common in 

Windows, Icons, Menus and Pointers (WIMP) interfaces. The mouse and keyboard remain the 

most common devices for input on desktop computers. The interactions such as selecting an object, 

drag and drop, widget controls still remain same as those designed for the first graphical interfaces 

[32]. Although the designs based on the WIMP model have been successful, but researchers have 

also demonstrated number of flaws [27ï29, 32, 101, 102]. For instance, the WIMP interfaces often 

require a large number of widgets, to accommodate large command set as each widget is typically 

mapped to a single system command. As a result, the higher-level tasks are not well supported and 

require multiple controls to be activated or a control activated multiple times in order to execute a 

real-world task. One such problem is navigating a document which is poorly supported by WIMP 

interfaces [12, 100] as navigational sub tasks such as scrolling, and zooming are controlled by 

separate widgets. 
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To improve the support for higher level tasks, various types of augmentations have been done on 

computer mice. The three main approaches taken so far are: use of additional DoF; addition of 

feedback; adding buttons to the mouse. 

Additional degrees of freedom 

The basic design of a computer mouse has remained essentially unchanged for 40 years following 

its first public demonstration by Doug Englebart et al. [2]. Since then, there have many efforts 

made to augment the basic mouse functionality with additional capabilities. One of the most 

successful addition to the mouse has been the scroll wheel [205] which originally added to support 

3D interactions. One of the primary areas of research in this space has been focused on extending 

the number of DoF that the mouse can sense and thereby control. 

MacKenzie et al. [135] and Fallman et al. [61] describe prototype devices that contain hardware 

from two mice rigidly linked into a single chassis to enable rotation sensing and thereby provide 

three degree of freedom (DoF) input. Rockinôs Mouse [23] augments a mouse with tilt-sensing 

accelerometers to enable 4DoF input. The bottom of the device is rounded to facilitate this rocking 

motion, which is used to control two extra DoF for manipulation of 3D environments. VideoMouse 

[88] is a mouse augmented with a camera on its underside and employs a mouse pad printed with 

a special 2D grid pattern. The VideoMouse software runs a real-time vision algorithm that 

calculates 6DoF mouse movement by comparing camera images over time. The mouse can sense 

two axes of horizontal motion like a standard mouse, tilts of the mouse forward, backward, left 

and right, rotation of the mouse around the z-axis and limited height sensing. This allows 

VideoMouse [88] to perform a number of 3D manipulation tasks. FieldMouse [192] is a 

combination of an ID recognizer like a barcode reader and a mouse which detects relative 

movement of the device. FieldMouse users can interact with virtual objects using any flat surface 

that has an embedded ID strip. Balakrishnan et al. [24] described the PadMouse, where the 

conventional mouse buttons had been replaced with a touchpad, allowing users to activate 

modifiers and commands. Multi-touch mice [12] is set of novel mice that combines the standard 

capabilities of a computer mouse with multi finger touch sensing. 

Cechanowicz et al. [44] investigated the possibility of providing pressure-based input by 

augmenting a mouse with either one or two pressure sensors (see Figure 2.2.2). A pressure sensor 
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is an absolute, continuous, and one-DoF input device. This augmentation allows the users to 

control many input modes with minimal movements of the mouse. Cechanowicz et al [44] 

developed several pressure mode selection mechanisms and showed that with two pressure sensors 

users can control over 64 discrete pressure modes. 

 

Figure 2.2.2: (Left) Uni-pressure augmented mouse with a sensor in the top location for the 

second finger. (Right) Dual-pressure augmented mouse with sensors located in the top location 

for the second finger and in the left location for the thumb [44]. 

However, the pressure based interaction techniques proposed by Cechanowicz et al [44] are largely 

based on users manipulating the pressure input independently of the mouseôs movement degrees 

of freedom (2DoF in traditional mouseôs case). To solve this issue, Shi et al [188] demonstrated a 

pressure-based interaction technique called PressureMove that enables simultaneous control of 

pressure input and mouse movement. This technique supports tasks like rotation and translation of 

an object or pan and zoom. There are other pressure sensitive mouse implementation such as 

Inflatable Mouse [111]. It is a volume-adjustable mouse, having a balloon inside which can be 

inflated to allow the mouse to be adjusted to the size of a standard mouse and can be deflated and 

stored in a PC card slot of a laptop computer when not in use. The balloon has is fit with a gas-

pressure sensor, allowing the user to squeeze or apply pressure to the mouse and control continuous 

parameters. The pressure change by deformation of the balloon provides users passive haptic 

feedback naturally and can be transformed into an input signal to computer. The mouse contains 

two touch sensors which acts as primary and secondary mouse buttons, and an array of touch 

sensors that act as a scroll wheel [111]. 
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Addition of Feedback 

The tactile mouse [4] is a modification of a standard mouse that has been augmented with a small 

actuator. The mouse vibrates under certain conditions. This kind of feedback can inform users 

when certain events are occurring. For example, when the cursor is moving into different areas of 

windows or when the user is crossing window boundaries. Akamatsu et al. [4] conducted a study 

to compare the effects of tactile feedback, visual feedback and auditory feedback in mouse based 

selection. The results of the study show that users performed better in selection tasks with tactile 

feedback over visual and auditory controls. Just like tactile mouse, there are commercially 

available products like SteelSeries Rival 700 Gaming Mouse1, which provides tactile feedback to 

give gamers in-game cues and also a little OLED display that can show game statistics. The 

product page states, ñThe Tactile Alerts have been carefully placed in the center of your mouse, 

so you feel the pulse strongly in your palm. By directing the pulse to only move up through your 

hand, as opposed to left and right, Tactile Alerts will never impact your mouseôs tracking, so you 

can keep your pixel-perfect aim.ò 

 

Figure 2.2.3: SteelSeries Rival 700 Gaming Mouse: a gaming mouse that features an OLED 

screen for visual notifications, in-game statistics and provides tactile feedback about instant 

game cues [194]. 

 

1 SteelSeries Imbues Rival 700 Gaming Mouse with Haptic Feedback, OLED Display 

https://www.tomshardware.com/news/steelseries-rival-700-gaming-mouse,31875.html 
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The Inflatable mouse [111] is a balloon like inflatable mouse which can be deformed by userôs 

fingers and palm. The pressure change by deformation provides users passive haptic feedback 

naturally and can also be transformed into an input signal to the computer. LensMouse [231], a 

novel device that embeds a touch-screen display onto a mouse. Users interact with the display of 

the mouse using direct touch, while also performing regular cursor-based interactions. Certain 

application relies heavily on auxiliary windows to relay feedback to users. These auxiliary 

windows can occlude the main workspace and thus distracting the users from their main tasks. 

With LensMouse [231], such visual feedback can be displayed on the display of the mouse and 

users are alerted of their appearance through a notification. Hence, the separation of auxiliary 

information from the main display avoid occlusions and unnecessary distractions. This also 

reduces the mouse movement as user can interact with auxiliary information with direct touch.  

Park et al. [164] embedded an electromagnet in a mouse operated over a ferromagnetic mouse pad 

to control the difficulty to move the mouse, but the mouse is not capable moving. For example, 

when the mouse cursor moves into clickable area, magnetic attraction generates friction, allowing 

the user to find the target easily. This system can be helpful to increase work efficiency for CAD 

work and graphic design as it requires abundant mouse control to select lines. It can also enrich 

the gaming experience on computers as it can provide the game user with various tactile 

experiences. 

Adding buttons to the mouse 

One of the most successful augmentation to the mouse is addition of the scroll wheel. It is usually 

placed on top of the mouse and can be accessed by the first and second fingers. It is a variation of 

a button that facilitates discrete input along a single bidirectional axis. The scroll wheel allows 

users to scroll vertically or horizontally in a window without moving the mouse to activate scroll 

bar. Few researches have shown that the scroll wheel is particularly effective when used for 

navigating through long documents [86, 235].  

An alternative to scroll wheel was introduced by the IBM to IBM ScrollPoint mouse [99] that 

features an isometric joystick on top of the mouse where usually scroll wheel is placed. This 

isometric joystick is accessible to first and second fingers and provides the user an additional 

bidirectional DoF. The pressure applied on the joystick controls the rate of scrolling and the 
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direction of pressure determines the direction of scrolling. The TrackMouse [140] 2 + 2 DoF 

controller, allowing two axes of control like a standard mouse and an additional two axes of control 

from a trackball added to the top of this mouse instead of a scroll wheel. The TrackMouse gives 

the user 4DoF with a single-handed interaction. Martin et al. conducted experiments to compare 

the TrackMouse to bimanual control of two mice in a two-cursor control task. The results show 

that users were somewhat slower using the TrackMouse than when they used two mice setup. 

Various manufacturers have added additional buttons to the mouseôs form factor. Some mouse 

manufacturers have added multiple secondary buttons on the left, right and top sides of the mouse. 

Adding additional buttons can make certain tasks easier but it requires users to remember the 

mappings between buttons and functions and may require the repositioning of fingers to press 

buttons. Also, the buttons on the sides of the mouse may be accidentally depressed during normal 

use of the mouse. However, this has not stopped mouse manufacturers to add additional buttons. 

The SteelSeries Rival 700 Gaming Mouse [194] has included two buttons on the left side of the 

mouse and one button on top of the mouse behind the scroll wheel (see Figure 2.2.3). The two 

buttons on the left side can be used to navigate backward and forward in a browser, increase and 

decrease sound in multimedia applications and zoom in and zoom out while navigating on Google 

Maps. The top button when pressed invokes the SteelSeries Gaming Engine which is a special 

application for video gaming support on computers [194]. 

2.2.2 Keyboard 

A computer keyboard is a typewriter-style input device which uses an arrangement of keys to act 

as mechanical levers or electronic switches [54]. The keyboard keys typically have characters 

printed on them, and each press of a key typically corresponds to a single written symbol (see 

Figure 2.2.4). However, to produce some symbols users are required to press and hold several keys 

simultaneously or in sequence. 
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Figure 2.2.4: A standard wired chiclet style keyboard [54]. 

Keyboards have remained essentially the same for last 30 years, despite increases in the variety 

and complexity of software [27, 144]. Various researches on keyboards have investigated 

ergonomic designs, enhanced layouts, and new capabilities [124]. Although we have already 

discussed keyboard augmentations for mouse input (e.g., shift + clicking) in Chapter One, keys 

are also input devices that can be augmented. The three main approaches taken so far to augment 

the keyboard input capabilities are: enhanced keyboards, and addition of feedback. 

Enhanced Keyboards 

One of the approaches taken by researchers to augment keyboard is to add finger-touch sensing 

capabilities on the keyboard keys. The usual two states of a key are pushed or released. This adds 

an additional input state called ñtouchedò which can be used for various purposes such as 

previewing information, manipulating virtual objects or perform gestures. Block et al. [35] 

demonstrated an augmented keyboard called Touch-Display keyboard (TDK), a keyboard that 

combines the physical ergonomic qualities of the conventional keyboard with dynamic display and 

touch-sensing embedded in each key. A conventional keyboard can only provide input to a 

graphics display. A TDK, in contrast has graphical elements distributed between primary display 

and keyboard display (see Figure 2.2.5). On the keyboard, the graphical elements become 

associated with the key regions they occupy. The touch is supported as a third state for manual key 

input, providing three-state input to the keyboard. 
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Figure 2.2.5: Touch-Display keyboard. Slider controls being displayed on the keyboard which 

can be manipulated using finger touch. 

Surfboard [110] is a technique which consists of a conventional keyboard with a monaural 

microphone which augments the input capability of a keyboard by recording and analyzing sounds 

produced when user lightly touches the keyboard and moves their fingers horizontally over it. It 

adds an operation modality called Surfing to the standard keyboard without changing their physical 

properties. Surfboard allow the user to maintain a focus on the screen while surfing the keyboard. 

As the surfing and typing happens at the same place, the user can seamlessly continue touch typing 

after surfing. 

A standard keyboard provides CTRL + Z shortcut for undoing changes. However, it is often not 

possible to undo an action. In such scenarios, previewing the effects of command can be helpful. 

Rekimoto et al. [172] developed a previewing device called PreSense keypad. PreSense is a keypad 

that recognizes position, touch and pressure of a userôs finger. The keypad recognizes the finger 

motions and the system provides preview information about the key/command to the user so that 

they can make decision before executing a command [172]. 

Another approach to augment the input capability of a conventional keyboard is addition of 

pressure-based input. The pressure sensing further extend the finger-sensing capabilities by 

offering a continuum of states between touched and pushed. Dietz et al. [58] demonstrated a 

pressure sensitive computer keyboard that independently senses the force level exerted on every 

depressed key. Dietz et al. suggest that this pressure sensitive keyboard can be used in gaming and 

emotional instant messaging [58]. Jong et al. [105] demonstrated a tactile input method for 

pressure sensitive keyboards based on the detection and classification of pressing movements on 

already pressed-down keys. Loy et al. [129] demonstrated a biometrics user authentication system 

based on a pressure-sensitive keyboard using special hardware and software solutions. 
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Typically, a keyboard detects keystrokes as binary states (e.g. a key is ñpressedò or ñreleasedò). 

Usually one key corresponds to one character to be printed or a function key. Due to this, complex 

input commands need multiple key presses. For example, pressing ñCommand + Shift + Opt + 4ò 

takes a screenshot and saves it in clipboard on MacOS. Shi et al. presented solution called 

GestAKey [189], a technique to enable multifunctional keystrokes on a single key. The system 

consists of touch sensitive keycaps and a software that recognizes the micro-gestures performed 

on individual keys to perform system or input special characters [189]. Bailly et al introduced a 

novel keyboard called Métamorphe [22] with keys that can be individually raised and lowered to 

promote hotkeys usage. It augments the output of traditional keyboards with haptic and visual 

feedback. The key input is augmented by using push-type solenoids mounted under each key. This 

results into a novel set of gestures. For instance, the keyboard raises a subset of hotkeys when a 

user presses the CTRL key. The óFô key is also raised and can be pushed down to select Find 

command or can be pushed left or right to select variations of Find command (see Figure 2.2.6). 

 

Figure 2.2.6: a). Métamorphe keyboard raises a subset of keys when CTRL key is pressed. b). 

Each key can be raised with an embedded solenoid and contains force sensors. c-d-e). For 

instance, óFô key can be pushed to select ñFindò command or pushed left or right to select the 

variations of this command [22]. 

Other additions to the keyboard have generally served special purposes. For instance, the IBM 

TrackPoint [179] is a small rubber nub to the center of the keyboard, which is used as an isometric 

joystick to control the cursor in the absence of the mouse. The force exerted, and direction of force 

applied determines the rate of scrolling and its direction. However, addition of a rubber nub to the 

keyboard is not an augmentation to the keypress as it is just a second input device integrated into 

the hardware. 
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Addition of feedback 

Active haptic feedback is often used to increase the accuracy of virtual keyboards [92] or non-

physical buttons [134] on touch surfaces. In the context of physical keyboards, force feedback has 

been proposed to improve a userôs comfort and to prevent errors during text entry [91]. Savioz et 

al. [182] designed a haptic keyboard with user-adjustable force feedback under each key by using 

coils and electromagnets but provided no user performance data. Kim et al. [103] used 

piezoelectric switches to replace the dome structures of keys on a physical keyboard to simulate a 

flat, zero-travel keyboard with haptic feedback. Their study showed that users typed faster with 

local haptic keyclick feedback (55.1 WPM) than with global feedback (51.8 WPM) or no haptic 

feedback (46.3 WPM). 

Touch-Display keyboard [35], Microsoft adaptive keyboard [146], The Optimus [161] contain 

small screens on each key that can display application-specific icons or notifications. These visual 

enhancements encourage the recognition of hotkeys, but they also divide the attention of users 

between the screen and keyboard which can be tiring and time-consuming [144]. 

2.2.3 Other Interaction Methods 

There are interaction methods apart from the mouse and keyboard that add expressivity to input 

using additional degree of freedom (DoF). 

Eye Gaze 

Eye tracking is the process of measuring either the point of gaze or the motion of an eye relative 

to the head. An eye tracker is a device for measuring eye positions and eye movement [60]. One 

of the earliest to use eye gaze as an input was Erica [98], a computer workstation equipped with 

imaging hardware and software. The system automatically records a digital portrait of the userôs 

eye. From the portrait, the interface calculates the approximate location of the userôs eye gaze on 

the computer screen. The computer then executes the command related to the menu option 

displayed at the eye gaze location [98].  

Porta et al. [165] develop a system called Eye-S that allows input using gaze tracking hardware. 

The system tracks relative eye movements and absolute eye position, allowing the eyes to control 
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point movement, and issue commands and to write using ñeye graffitiò approach. This system 

allows the eyes to be used for 2DoF bidirectional input [165]. Lucas et al [132] used eye gaze as 

an extra DoF to resize 3D objects in virtual environments. They ran a study comparing 

performance of gaze control, pointer control and 3D widgets. The results show that users were 

significantly faster resizing objects when using the combination of gaze and pointer control 

compared than with existing 3D widgets technique [132]. However, these examples just 

demonstrate that eye gaze can be used as an input to a computer system. Therefore, interaction 

designers can add eye gaze to augment input of devices such as mouse and keyboard (e.g., eye 

gaze input is added to mouse input). 

Voice 

The human voice can be used as an additional DoF to augment a deviceôs input capabilities. One 

such technique is Voice Pen [78] which uses voice input to control parameters such as line width 

in a 2D drawing program. Usually, this parameter is controlled by the stylus pressure in most 

drawing programs. This system allows users to control the movements of an on-screen cursor using 

voice. The user has to say a vowel which is mapped to a direction on the screen to control the 

cursor position. This system uses non-linguistic voice input in which the user can say vowel 

sounds, vary the pitch of sound or control the loudness to augment the pen input [78]. Like Voice 

Pen, Mihara et al. demonstrated an interface called Migratory Cursor [148] to control cursor 

movements. The migratory cursor displays multiple ghost cursors that are aligned vertically or 

horizontally with the actual cursor. The user quickly specifies the approximate position by 

referring to the ghost cursor nearest the desired position and then uses non-verbal vocalizations to 

move the ghost cursors continuously until a cursor reaches the desired position [148].  

Sakamoto et al. proposed a technique called Voice Augmented Manipulation (VAM) [180] for 

augmenting user operations on a mobile phone. Tasks such as scrolling, zoom in and zoom out 

require repeated finger gestures as the mobile phone screens are small and hence, all content cannot 

be shown at once. Also, repeating finger touch can also hide the content on the screen. With VAM 

technique, the user first presses a button or makes a finger gesture to manipulate something on the 

mobile device and then say a sound. The operation then continues until the user stops doing the 

action or making the sound [180]. 
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Bimanual Input 

Bimanual input techniques use both hands and can be useful for designing more powerful 

interactive systems. Various research projects have investigated the advantages of bimanual input 

[24, 40, 43, 59, 106, 171] . In single handed interaction techniques, only the dominant hand is used 

to provide input to the system, whereas in case of bimanual interfaces, non-dominant hand can be 

used to augment the input provided by the dominant hand. Multi -touch interaction designers can 

employ bimanual input to increase the input vocabulary and hence, enhance expressivity of the 

input. Bimanual input has also been explored in traditional input devices: For instance, devices 

such as trackballs, styluses and tool glasses have been used along with keyboards and mice. 

Bimanual interactions can have both positive and negative effects on performance. Various 

research projects have demonstrated that comparisons among these input devices [64, 83, 107, 

154, 159] indicate that some perform well under certain conditions and perform poorly in others 

[38]. 

Kabbash et al. [106] studied the impact that bimanual interaction has on compound task 

performance. The results show that bimanual interactions can have both positive and negative 

effects on performance. Also, certain kinds of bimanual interactions, where the second handôs 

action is dependent on the first hand, can yield the highest performance when the interaction 

technique is designed properly [106]. SmartSkin [171] is a multi-touch interaction technique that 

can track multiple positions of multiple hands as well as shape of hands and fingers. Rekimoto et 

al. [171] created a prototype for digital interactive tables that supports bimanual interaction for 

object manipulation tasks such as zooming and panning. Holowall [141], a computer augmented 

wall supports bimanual interactions along with single hand and whole body interactions. Dietz et 

al. created DiamondTouch [57], a technique for creating touch sensitive surfaces which allows 

multiple, simultaneous users to interact and the touch location information is determined 

independently for each user. This technique supports bimanual interaction in table-sized displays. 

This technique has been later successfully incorporated in other bimanual interactive techniques 

[40, 46, 59, 64, 227]. 

Several studies have been done to investigate the performance of different bimanual interaction 

techniques against standard input devices. Forlines et al. [64] compared a two-handed mouse to 
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direct touch input on large tabletop interface. Kabbash et al. [107] compared the performance of 

different input devices (e.g. stylus, mouse and trackball) for bimanual interactions.  Brandl et al. 

[38] used both pen and direct touch simultaneously for bimanual interactions and reported that 

users were faster and did fewer errors using pen and touch input compared to either touch and 

touch or pen and pen input. 

Bimanual interactions have also been implemented and studied in touch-based interfaces. The 

Marking menu technique, a gesture-based and memory dependent menu technique has also been 

implemented for two handed operation [119]. Odell et al. [159] introduces a new input technique, 

bimanual marking menus, and compare its performance with toolglasses and hotkeys in both one-

handed and two-handed fashion. Their results from the experiment shows that bimanual 

interactions can improve overall performance. 

 

Figure 2.2.7: Bimanual interaction in finger count menu [21]. 

Finger count menu [21] is another menu technique which uses bimanual interaction for fast 

command selection on touch tables. Using this technique, a user can invoke one of the menus from 

the toolbar using corresponding number of fingers from non-dominant hand and a command from 

that menu can be selected by touching down a specific number of fingers from the dominant hand 

(see Figure 2.2.7). Uddin et al. [202] introduced HandMark menus, a rapid access and bimanual 
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interaction technique designed for large multi-touch surfaces. The commands are placed in 

spatially stable spaces around and between fingers of both hands. Once, locations of the commands 

are learned the users can use expert mode in which they combine menu invocation and command 

selection to perform a rapid bimanual chorded selection. 

Modes 

A mode in HCI is a context where user actions such as keypresses and mouse clicks are treated in 

a specific way. That is, the same action may have a different meaning depending on the mode. 

Modes can either be explicit (part of the interface) and therefore can add power without needing 

extra input capability, or implicit (not part of the interface) and therefore need to have additional 

input capability. For example, pressure sensing on the pen is an implicit mode switch. Modes can 

be a way to increase expressiveness without adding extra DoF to input. For instance, the 

FlowMenu [73] is a type of marking menu [119] that makes use of multiple modes, set parameters, 

allows users to select commands and perform text entry with a stylus.  

In pen-based interfaces, inking and gesturing are two central tasks and switching between these 

two modes is an important task [201]. Various researchers have explored the availability of 

pressure in pen-based devices for mode switching. Stylus pressure can be used to switch input 

mode from inking to gesturing [126]. Ramos et al. [169] conducted the investigation of human 

ability to select discrete target by varying stylus pressure under full and partial visual feedback. 

Pressure Marks [170] is technique designed by Ramos et al. which employs pressure as a feature 

for selection and action simultaneously. Using pressure can be an effective input method for 

mobile devices. Varying levels of pressure can be used, for instance, to convert the case of letters 

[39]. Miyaki and Rekimoto proposed a single-handed UI scheme to realize multi-state input using 

pressure sensing [149]. 

Tapping on back of the device is also a popular method of mode switching. Sugimoto and Hiroki 

mounted a touchpad to the rear surface of a PDA and proposed a new technique called 

HybridTouch [197]. Similarly, Yang et al. [230] designed a Dual-Surface technique in which a 

touchpad was mounted at the back of a PDA. Back tapping has been used to trigger a continuous 

mode in mobile devices [175]. 
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Another technique used widely for mode switching in pen-based devices is pressing and holding. 

In this technique, the user holds the pen tip on the screen for predefined time, then mode switching 

feedback is provided. The user can lift the pen tip to choose from a menu item or move the pen tip 

to draw a gesture on the screen. Tu et al. [201] designed a pressing and holding technique as per 

method proposed by Li et al. [126] and compared this technique to other mode switching 

techniques such as pressure, tapping on deviceôs back and pressing buttons on the device. Their 

results show that back tapping offered the fastest performance among all techniques whereas 

pressing and holding was significantly slower than other techniques. However, pressing and 

holding resulted in fewer errors. 

There are other methods explored by researchers for mode switching in pen-based interfaces. Bi 

et al. [34] explored the use of pen rolling in pen-based interaction and the task of mode switching. 

Pen tilt [229] has also been employed to perform mode switching. Wang et al. [215] designed a 

text entry solution called Shrimp for mobile phone keypads and the systematic investigation of 

this technique shows that motion gesture can produce better mode switching for word input. Other 

standard method used in pen-based application include pressing the stylusôs barrel button for 

gesturing [127]. The barrel button also acts as a right click equivalent found in computer mouse. 

Before gesturing, users press the barrel button while the pen is in air. User must keep it pressed 

until drawing is started. The gesture mode is not disengaged even after a pen down event until the 

pen up event or the barrel button is released [126]. Physical buttons on mobile devices can also be 

used for initiating mode switching. 

Time 

Another way to enhance the expressivity of an interaction technique without requiring extra 

hardware is to use time. Dwell click [25], is a technique which allows individuals to use a mouse 

or other pointing device (e.g. joystick) without having to click buttons. Users simply hover their 

cursor over an item on the screen for a predetermined time (known as dwell time) and this item 

will be clicked. Dwell clicking can to control a computer by individuals who physically have no 

other way of interacting with the computer [25]. Use of dwell click and time has been found to be 

more efficient and less fatiguing to the hand than traditional mouse clicking [36]. Time is used in 

acceleration functions for rate-based controls to control activation through dwell time [36, 168]. 
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Time can also be used as a dimension in gestural input techniques like Pressure Marks [170]. 

However, there are challenges with adding time as an input dimension to interaction technique. 

Dwell time-based interaction techniques implicitly removes some user control over the interaction 

as the user must wait for dwell timers to expire and acceleration functions to reach their peak 

velocity. Midas touch is a problem with using dwell time in eye gaze systems as it may end in 

inadvertent clicks when the user gazes at an object of interest for too long that they do not wish to 

select [204]. A mode switching technique in pen-based devices called pressing and holding [126] 

uses the additional DoF of time and it does not require any new input capability but does require 

the system to keep track of another factor (i.e., how long the press has occurred). This is now 

ubiquitous in the Android OS based devices using pen/stylus. 

2.3 AUGMENTED TOUCH INPUT  

Modern multi-touch devices such as smartphones, hand-held tablets and digital tabletops support 

a wide variety of interactions. The primary mode of interaction on these devices is direct touch, 

but other methods such pen or stylus are also common. In the following sections, we discuss 

various methods researchers have used to augment the touch input. 

2.3.1 Contact Area 

The contact area is the area covered by the finger on the screen surface when it touches the screen. 

Using the contact area of the finger or thumb touching the screen has been proposed as an input 

parameter. Wang et al. [213] present a solution that determines the orientation vector of the 

touching finger relative to the touchscreen by using the shape of the contact area. They demonstrate 

some use cases in which the finger orientation can be used to enhance the touch input capabilities. 

The use cases include enhancing target acquisition, rotating and onscreen dial and identifying 

inputs from two different users. Benko et al. [31] also proposed the use of contact area to simulate 

pressure input on the tabletop devices. They introduced rocking and pressing gestures to define 

various states, including a click event.  

Modern mobile devices offer a rich set of multi-finger interactions such as two-finger pinch gesture 

for zooming. However, two hands are required to perform such gestures. A smartphone user on 
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the go may have only single hand available for using the smartphone. A solution for single handed 

smartphone use has been proposed by Boring et al. [37]. They introduced Fat Thumb interaction 

technique for single handed use, which uses the thumbôs contact area as a form of simulated 

pressure. They demonstrate that this additional DoF can be used, for example, to integrate panning 

and zooming into a single interaction. The thumbôs contact area also determines the mode (e.g. 

panning with a small size, zooming with a large one) while thumb movement performs the selected 

mode [37]. Potential use cases are e.g. for zooming in and out when viewing images, the current 

de facto pinch to zoom gesture requires two-finger interaction and hence, it is challenging to 

accomplish using only the hand holding the device. Goh et al. [70] developed an eyes-free text 

entry interface for people with visual impairment which uses pseudo-pressure detection algorithm 

based on the finger touchôs contact area. 

2.3.2 Contact Size and Shape 

Contact shape is the shape of the area in contact with the finger skin when the finger is in contact 

with the touch screen. Contact shapes allow for disambiguation of different hand parts touching 

the surface. Contact size is related to the shape of the touch; when a user touches the screen with 

fingertip, it tends to produce a circular shape and the pad of the finger produces oval shape. As, 

the pad of the finger takes up more area than fingertip, so the contact size of fingertip is smaller 

than the pad of the finger. Both capacitive and vision-based multi-touch screens provide sensing 

of the shape of the finger touch and contact size respectively [76, 109]. In Sphere, menus can only 

be triggered with a finger, and placing the palm on a menu item does not affect it [31]. Moscovich 

uses the contact size to allow for a subsequent selection of all targets that were covered by a finger 

[152]. SimPress, is a clicking technique which uses the small contact size (circular shape) produced 

by the fingertip to simulate a hover state (see Figure 2.3.1 a) and the larger one (oval shape) 

produced by the pad of the finger for selecting the target (see Figure 2.3.1 b) [31]. 
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Figure 2.3.1: SimPress clicking technique: a). tracking (hover) state. b). dragging (clicking) state. 

Cao et al. in ShapeTouch [42] has utilized the contact shape on interactive surfaces to 

manipulations of objects and interactors. It discriminates coarse contact shapes of the finger 

against hands for mode switching. FatThumb [37] also uses the contact shape for changing the 

modes but differs from ShapeTouch [42] as it only relies on fine-grained variations in thumbôs 

contact shape. The contact size and shape can also be used for increasing the selection accuracy 

and input correction. In the MicroRolls, the contact size provides information about the fingerôs 

angle [177]. Holz et al. developed a new model called ñgeneralized perceived input point modelò 

for improving touch accuracy, that considers the change in contactôs size over time to differentiate 

moving from rolling the finger [95]. Wang et al. use the contact shape of the finger touch to 

determine the fingerôs orientation [213]. 

2.3.3 Orientation 

Orientation is a natural source of information for augmentation as it provides the direction in which 

a user is pointing [213]. Orientation of the finger touch can be provided by the hardware of the 

touch screen sensors or can be determined by the shape of the finger contact area on the screen 

[213]. Finger orientation was firstly used by Malik et al. in the Visual Touchpad system [138]. 

This system utilized two color cameras mounted above the touchpad to detect the userôs hands and 

fingers. They employed computer vision methods to find the fingertips on a hand contour. The 

hand contour is used to determine the finger orientation of each finger. Malik et al.ôs [138] 

approach is based on color images and a direct view on the hands which contrasts with the 

prevalent multi-touch sensing technologies employing infrared images and a bottom view on the 

sensing surface. By leveraging extra hover information enabled by the DI technology Microsoft 
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Surface detects full finger orientation [147]. Frustrated total internal reflection (FTIR) is a 

technology that makes touches on a glass surface visible to a camera beneath the surface. Using a 

FTIR-based multi-touch surface, Wang and Ren [214] examined fingerôs different contact 

properties such as size, shape, width, length and orientation. In another research, Wang et al. [213] 

presented a simple algorithm for unambiguously determining the fingerôs orientation with direct-

touch surfaces by considering the dynamics of the finger landing process. They determine 

orientation based on the contact areas covered by the finger touches. They fit and ellipse into the 

contact shape and use the longer ellipse axis for determination of the finger orientation. They also 

demonstrate with few use cases that finger orientation is a useful input property that can be 

employed to enhance the user interactions. 

However, there are limitations in Wang et al.ôs [213] approach. Their algorithm usually detects a 

wrong finger orientation if users touch the surface with the side face of the thumb. This happens 

due to the center displacement of the contact area covered by the thumbôs side is different from 

the other fingers. Also, the center displacement while performing a sliding down gesture is 

different from the center displacement of an index fingerôs landing process [56]. This results in 

incorrect determination of finger orientation. Dang et al. proposed an alternative approach called 

ñCountourtrackò based on finger contour to fix this problem of determine wrong finger orientation 

as it shows the correct finger orientation even in cases where Wang et al.ôs approach fails [56]. A 

simple and inexpensive way to accommodate finger orientation to augment multi-touch tabletop 

interaction was conducted by Marquardt et al. [139]. They used the Microsoft Surface table [147] 

and a glove which was tagged with several fiducial markers. The tabletop system was able to detect 

the markers along with their orientation. Their system could determine finger orientation of each 

finger and identify individual parts of the hand. However, wearing gloves is contrary to natural 

interaction. Mayer et al. conducted systematic investigation of orientation on straight line single-

stroke touch gestures and provided general design guidelines for interaction designers designing 

gestures consisting of straight lines. Their findings suggest that designers should avoid use of 

orientations close to horizontal or vertical segments of the single-stroke gestures. The above-

mentioned methods have achieved orientation tracking by using special hardware and that is 

impractical for hand-held devices such as tablets and smartphones. 
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Various researchers have studied the tracking of 3D orientation of finger touch and its effects on 

touch interactions.  Rogers et al. [174] presented a finger-tracking system for touch-based 

interaction which can track 3D finger angle in addition to position. It uses low-resolution 

conventional capacitive sensors and therefore, compensating for the inaccuracy due to pose 

variation in conventional touch systems. They improved the accuracy in target acquisition using 

inferred pitch and yaw orientations, but they do not report the comparison between real finger 

orientations to the inferred ones [174]. Similarly, another project done by Xiao et al. [228] which 

used capacitive sensing determined not only the pitch and yaw angles but also the roll angle. They 

also presented several example applications to demonstrate interactions on smart watches and 

smartphones using 3D finger orientation information. PointPose [114] is a prototype developed by 

Kratz et al. that determines the finger pose information at the location of touch using a short-range 

depth sensor viewing the touch screen surface. They developed an algorithm which can extract the 

yaw and pitch angles from a point cloud generated by a depth sensor oriented towards the deviceôs 

touchscreen. Similarly, Mayer et al. [142] also used depth cameras and PointPose [114] algorithm 

to estimate the pitch and yaw for the finger. 

Zhang et al. [233] used a vision-based system above a tabletop to determine the yaw orientation 

of the fingers touching the tabletop screen. This information is further used by a machine learning 

algorithm to predict the correct position of the user as they interact with the table surface. They 

reported the accuracy of user recognition but did not report the accuracy of orientation 

measurement. Holtz et al. [95] employed the fingerprint scanner to increase the accuracy of touch 

interaction. They analyzed the userôs fingerprint in contact and compared it to the database of 

fingerprint examples, their system could infer the yaw, pitch and roll angles. However, they did 

not report the recognition rate of the angle information. Goguey et al. [69] studied the effects of 

finger pitch and roll orientation during atomic touch input actions such as tap, drag and flick on 

for one setting (a flat tablet in front of the user). Their results indicate that for a given hand, the 

ring, little and middle fingers are used in a similar manner whereas, the thumb uses different range 

of orientations. They also report that ranges of orientation which a finger can perform tightens as 

the tablet pitch increases [69]. In our study, we use only 2D orientation of the finger touch and it 

is reported by the device itself and hence, we did not need to use any of the above methodologies 

to determine the finger touch orientation. 






































































































































































































